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Abstract—Quantum-dot cellular automata (QCA) has been
widely advocated as a new device architecture for nanotech-
nology. Using QCA, the innovative design of digital systems
can be achieved by exploiting the so-called capability of pro-
cessing-in-wire, i.e., signal manipulation proceeds at the same time
as propagation. QCA systems require low power together with
the potential for high density and regularity. These features make
QCA an attractive technology for manufacturing memories in
which the in-wire paradigm can be exploited for storage purposes.
This paper proposes a novel parallel memory architecture for QCA
implementation. This architecture is based on storing information
on a QCA line by changing the direction of signal flow among
three clocking zones. Timing of these zones requires two additional
clocks to implement a four-step process for reading/writing data
to the memory. Its operation has been verified by simulation. It
is shown that the requirements for clocking, number of zones, as
well as the underlying CMOS circuitry are significantly reduced
compared with previous QCA parallel architectures.

Index Terms—Emerging technologies, memory architecture,
quantum-dot cellular automata (QCA), quantum computing.

I. INTRODUCTION

I N THE past few decades, the exponential scaling in feature
size and increase in processing power have been successfully

achieved by very large scale integration (VLSI) using mainly
CMOS technology; however, there is substantial evidence [12]
that emerging technologies (mostly based at nanoscale ranges)
will be required to supersede the fundamental physical limits of
CMOS devices. Among these new technologies, quantum-dot
cellular automata (QCA) gives a solution at nanoscale and offers
a new method of computation and information transformation.
Interconnections for signal transfer are used for logic compu-
tation and manipulation by which the so-called processing-in-
wire paradigm is accomplished. Micro-sized QCA devices have
been fabricated with metal cells which operate at 50 mK [11]
(i.e., cryogenic). In terms of feature size, a QCA cell of few a
nanometers has been fabricated through a molecular implemen-
tation by a self-assembly process. Different devices and circuits
have been proposed for QCA implementation. These include a
carry look-ahead adder, a barrel shifter, microprocessors, and
field-programmable gate arrays (FPGAs) [4], [5], [10], [14],
[16].

The work in [11] reported an experimental demonstration
of a metal QCA cell; such a device consists of four metal
dots connected with tunnel junctions and capacitors. Exper-
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iments have confirmed that switching of a single electron in
a double-dot cell can control the position of a single electron
in another double-dot cell. Basic logic behavior with these
cells has been demonstrated in [1] through a majority voter
(MV) as a primitive block for QCA design. It is also stated
that room-temperature operation requires QCA cells to be
fabricated in the range of 1–5 nm. Some possible realizations of
molecular QCA have been proposed; progress toward making
QCA molecules and establishing the attachment chemistry for
a substrate compatible with QCA have been reported.

Clocking is an important feature for QCA. Signal propaga-
tion is accomplished along serial timing zones using the one-di-
mensional (1-D) technique of [8]. This 1-D arrangement results
from the four phases required for correctly operating the QCA
cells. A trapezoid clocking scheme has been proposed in [9] to
provide feedback paths, while generating processing-in-wire ca-
pabilities of QCA designs. As shown in [8], QCA has many de-
sirable features for processing; clocking and timing can be ad-
justed as functions of the cells in a Cartesian layout with low
power (power gain has been demonstrated by clocking of the
cells), high density, and regularity.

Different circuits and systems can be designed using QCA. A
system that is well suited to this technology is the QCA imple-
mentation of large memories. However, large-memory designs
in QCA present unique characteristics due to their architectural
structure (such as the tournament bracket in cell placement).
Moreover, sequential circuits and memory elements cannot be
directly mapped into QCA using the same criteria of traditional
CMOS technology.

Traditionally, two types of memory architectures can be dis-
tinguished: parallel and serial architectures. A parallel architec-
ture offers the substantial advantage of low latency because, at
each memory cell, only one data bit is stored, so there is no
delay in that bit reaching the Read/Write circuitry. In a serial de-
sign, multiple bits are stored in each memory cell and share the
Read/Write circuitry, thus resulting in a delay proportional to the
word size. In CMOS, random access memory (RAM) is usually
designed using parallel architectures in which the select/control
signal reaches all memory cells (MC) in a row (thus forming
a word) during the same clock cycle. This results in an output
which is read simultaneously. The one-bit-per-memory cell in
QCA reduces latency, but the replication of Read/Write cir-
cuitry for each memory bit increases hardware count (QCA-cell,
Control-cell, Clocking-zone). Therefore, the parallel architec-
ture provides faster operation of memory at a reduced density.

The objective of this paper is to propose a novel parallel
memory architecture which is amenable to QCA implementa-
tion. This architecture utilizes an arrangement in the memory
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Fig. 1. Binary behavior of a QCA cell.

cell design by which storage is achieved by moving data back
and forth along a line of QCA cells. This line-based arrange-
ment results in substantial savings in the number of zones
and underlying circuitry’s complexity for clocking the QCA
memory. However, the proposed architecture requires two
additional clocking signals as the line-based operation of the
memory cell needs three zones and a four-step process whose
timing is different from the one commonly used for adiabatic
switching.

This paper is organized as follows. Section II provides a brief
review of QCA. Memory architectures for QCA as proposed in
the technical literature are described in Section III. The memory
design proposed in this paper is presented in Section IV. Sec-
tion V describes the clocking and timing mechanisms of the pro-
posed parallel memory. Section VI presents the logic evaluation
of the proposed memory architecture using a QCA simulator.
Discussion and comparison between parallel QCA memories
are given in Section VII. Finally, in Section VIII, the conclu-
sions are drawn.

II. REVIEW OF QCA

QCA is a new device architecture which is amenable to the
nanometer scale [8]. QCA stores logic states not as voltage
levels, but based on the position of individual electrons [14].
A quantum cell can be viewed as a set of four charge containers
or dots, positioned at the corners of a square cell.

Computation is realized by the Coulombic interaction of extra
electrons in quantum dots. Each quantum dot is a nanometer-
scaled square with wells at each corner of the cell. The two extra
electrons which are present in each cell can quantum mechan-
ically tunnel between wells, but they cannot tunnel out of the
cell. Electron repulsion causes the extra electrons to occupy di-
agonally opposite wells. These two electron configurations help
to encode binary information in the cells. Fig. 1 shows a QCA
cell and the Boolean nature of the polarization for its two elec-
tron configurations.

The unique feature of QCA-based designs is that logic states
are not stored in voltage levels as in conventional electronics, but
they are represented by the position of individual electrons. Un-
like conventional CMOS circuits in which information is trans-
ferred from one place to another by electron transport [14], QCA
operates by the Coulombic interaction that connects the state of
one cell to the state of its neighbors. This results in a technology
in which information transfer (interconnection) is the same as
information transformation (logic manipulation).

QCA cells can be designed to realize a binary wire, an in-
verter, and an MV. The basic logic gate in QCA is the MV. The

Fig. 2. QCA clock phases.

MV with logic function can
be realized by only five QCA cells. Logic AND and OR func-
tions can be implemented from an MV by setting one input (the
programming input) permanently to 0 and 1, respectively. Let a
control cell be defined as the cell controlling the behavior of the
MV as AND or OR logic gate. Cells which are positioned adja-
cent to each other tend to align and produce a binary wire, while
cells positioned diagonally from each other align in opposite
fashion and produce logic complementation (i.e., an inverter).
These fundamental QCA devices provide a complete functional
set of logic gates.

In traditional electronic systems, timing is controlled through
a reference signal (i.e., the clock), however, timing in QCA is
accomplished by clocking in four distinct and periodic phases
for adiabatic switching [8]. A QCA circuit is partitioned into
serial (one-dimensional) zones, and each zone is maintained in
a phase. For QCA, the clock phases are Switch, Hold, Release,
and Relax. Fig. 2 depicts a cell in its four clock phases.

Timing zones of a QCA circuit or system are arranged by fol-
lowing the periodic execution of these four clock phases. Zones
in the Hold phase are followed by zones in the Switch, Release,
and Relax phases. This clocking mechanism provides inherent
pipelining and multibit information transfer for QCA. As a zone
in the Hold phase is followed by a zone in the Switch phase
(and preceded by a zone in the Relax phase), then computation
in QCA is strictly 1-D (i.e., unidirectional and consistent with
signal propagation). Currently, QCA circuits and systems follow
the clocking zone partition scheme of [8]. Designs are parti-
tioned into multiple clocking zones only along one dimension
(say the axis), thus effectively creating columns (as zones).
Clocking and pipelining require designs to maintain sets of four
adjacent zones at any time (as according to the four phases, i.e.,
Switch, Hold, Release, and Relax). For the four phases, clocking
to a zone (and the design as a whole) is applied through an under-
lying CMOS circuitry by a signal, as shown in Fig. 3 [6]. Such a
signal generates the required electric field to modulate the tun-
neling barrier of all cells in the zone (adiabatic switching). To
maintain zones in sets of four phases, four CMOS controlled
wires (carrying the signal of Fig. 3) are required. The phase of
each signal is shifted by .

III. REVIEW OF QCA MEMORIES

The design of memories must first consider clocking and
timing as important features for QCA operation. The use of
an adiabatic switching technique as commonly employed for
QCA circuits requires a four-phased clocking signal which is
supplied by CMOS wires buried under the QCA circuitry for
modulating the electric field.
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Fig. 3. Four-phased signal for clocking zones in QCA, adiabatic switching.

For quasi-adiabatic operation of a cell, the four phases are
Relax, Switch, Hold, and Release. During the Relax phase, there
is no interdot barrier and a cell remains unpolarized. During the
Switch phase, the interdot barrier is slowly raised and a cell at-
tains a definitive polarity under the influence of its neighbors.
In the Hold phase, barriers are high and a cell retains its po-
larity. Finally, in the Relax phase, barriers are lowered and a cell
loses its polarity. As for timing of QCA circuits, they are parti-
tioned into multiple clocking zones, and all cells in a zone are
clocked according to this periodic four-phased signal. There-
fore, a straightforward approach to implement a memory by
QCA is to maintain a cell (zone) in the Hold phase as long as
its value must be retained for storage. The main problem with
this rather obvious approach is the requirement of an explicit
control of the CMOS clock signal from the decoder (which is
implemented in QCA). Also, the transfer of signals from QCA
to CMOS requires a complicated sensing process using sophis-
ticated electrometers. For a truly QCA-based implementation,
memory must be kept in motion, i.e., the memory state has to
be continuously moved through a set of QCA cells connected
in a loop partitioned into four clocking zones, and, at any given
time, one of them is in the Hold phase to retain the information.

The authors of [2] have made an early attempt to design a
QCA memory using the so-called SQUARES formalism. The
basic principle of this technique is to define a set of equally
sized blocks, each performing a basic function in QCA (as either
logic or interconnect). These blocks can then be tiled together to
design more complex QCA circuits. The obvious advantage of
this technique is the ease in the geometric layout; also, this for-
malism allows a design to be highly modular. However, as the
blocks are of standard size (in SQUARES a 5 5 grid is used),
a substantial unutilized area appears in each block, thus causing
spatial redundancy and lower density in the overall design. The
memory designed using SQUARES is a serial architecture. Each
memory cell is a closed-loop QCA wire which is partitioned into
multiple clocking zones equal to four times the number of bits
stored in the loop. This creates a large number of clocking zones
even for a modest memory size, thus requiring a considerable
amount of CMOS circuitry to generate the clocking signals. Fi-
nally, additional control circuitry (such as comparators) must be
utilized to make the memory bit-addressable. This results in a
quite high hardware penalty per memory cell.

Researchers at Notre Dame University have introduced the
H-Memory architecture [5] whose main objectives are high den-
sity and uniform access time. The H-Memory has a complete
binary tree structure with control circuitry at each node; as the
memory spirals are at the leaf nodes, an integration of logic and
memory is accomplished in the layout, but the control circuitry
and memory are logically separate (similar to CMOS design).
However, unlike conventional designs, control and data bits are
serialized. The bit stream enters the memory structure at the root

node and traverses down the tree by utilizing one control bit
for routing at every node in the path. The architectural choice
of dealing with serial bit streams results also in rather complex
control logic for QCA. The router at each internal node has ten
gates and six feedback loops; each loop requires four clocking
zones for its implementation. The circuitry at the leaf nodes (i.e.,
the memory cells) requires 11 gates per node. Also, the memory
cell at each leaf node is a spiral allowing storage of several bits,
while sharing clocking zones between multiple loops. In this
design, the memory size at each spiral and the cell count do not
have a linear relationship; each outer loop has an increasing di-
ameter, thus requiring more QCA cells for its implementation
(although its storage capacity remains constant).

The authors of [16] have proposed a conventional parallel
memory architecture (such as encountered in CMOS-based
RAM design) for QCA, i.e., by storing one bit at each memory
cell. The single-bit memory cells allow the design of a simple
Read/Write circuitry; each memory cell is implemented using
158 QCA cells and the Select signals are separately generated
using decoders. The main disadvantage of this approach is the
same as that encountered in [2]; namely, data in each memory
cell is stored using a closed QCA wire loop (which is parti-
tioned into four clocking zones). Also, clocking zones cannot
be shared between memory loops and their dimensions are very
small. Therefore, the memory design requires a large number
of clocking zones, thus complicating the underlying CMOS
circuitry for providing the required clocking signals.

IV. PROPOSED QCA MEMORY DESIGN

In this paper, a fundamentally different design of a parallel
QCA memory is introduced. This architecture is based on a
novel logic arrangement for the MV, namely, the wires to an
MV can behave differently (either as input or output) in time
depending on the clock phase in which they are operative. This
arrangement combined with a new clocking strategy overcomes
the limitation of a traditional unidirectional flow of logic sig-
nals in QCA. The new arrangement of the MV is exploited in
the design of a parallel memory architecture for QCA by which
the number of clocking zones for implementing the memory is
independent of its size. This is accomplished by sharing zones
among all memory cells in a column. A further advantage of this
approach is a reduction in the CMOS circuitry to provide the
clock signals. The hardware requirements for the Read/Write
control logic are comparable to [16]. Also, the Read/Write con-
trol logic is very simple compared to other designs in the lit-
erature [2], [5]. The only additional cost with respect to [16]
is that the design requires two additional clock signals whose
Hold/Relax times are different from the original (equally timed
four-phased) clock signal. The basic principle of the proposed
approach is to store bits by moving them back and forth in QCA
lines, hence this technique is referred to as line-based. The de-
sign of a one-bit memory architecture is shown in Fig. 4.

The proposed line-based QCA memory cell requires three
consecutive clocking zones forming a timing row. At any given
time, at least one of the three zones is in Hold phase, such that
the memory state is retained. Whenever zone 3 is in the Hold
phase, the memory state can be read out based on the values of
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Fig. 4. Line-based memory.

Fig. 5. QCA memory cell with input and output logic circuitry.

the Select signals; whenever zone 1 is in the Switch phase, then a
new input state can be written to the memory cell. Multiplexing
between the current value and new input value is controlled by
the Select signal; this is performed by the MV in zone 2 and the
systematic switching of the clocking zones. Such multiplexing
by the MV is possible because the wires to the MV behave dif-
ferently at specific times, i.e., either as input or output depending
on the clock phase they are in.

Fig. 5 shows the schematic diagram of a complete QCA line-
based memory cell with its Read/Write control logic. Fig. 6
shows the QCA implementation along with the clocking zones.
The Read/Write control logic on the input circuitry of the QCA
cell consists of four gates. Two of these gates are used to de-
termine the memory operation by ANDing the Read/Write con-
trol signals with the Row Select signal. The other two gates are
used to duplicate the memory input signal whenever the Write
Control signal is high, i.e., the MV in zone 2 is majority domi-
nated and its output is equal to the (new memory) input. When
the Write Control signal is low, the outputs of these gates are

Fig. 6. Multiplexer circuitry to one cell of line-based memory.

different (zero and one, respectively), such that they have no in-
fluence on the operation of the MV, i.e., the output of the MV
follows the third input which corresponds to the current memory
value.

The output circuitry of the memory cell consists of one gate
to read the memory state depending on the value of the Con-
trol signal. As the Read control signal must be moved to the
output circuitry of the memory cell, duplication is required to
allow domination of the output of the MV and the transfer of its
value. An MV is required for implementing this transfer due to
the clocking process which changes the direction of signal prop-
agation. Therefore, the operation of the proposed QCA memory
is determined by the following four steps.

Step 1) The inputs and zone 3 of the memory cell are in the
Hold phase, while zones 1 and 2 are in the Switch
phase. Therefore, the QCA wires (indicated by X, Y
and Z ) are inputs to the MV in the Write path; Z is
an output. Depending on the Write Control signal,
the output Z is either the new memory input or the
old (current) memory state. For the MV in the Read
path, P, Q, and R are inputs and R is an output. The
output R is always equal to the inputs P and Q which
correspond to the Read Control signal.

Step 2) During this step, the inputs and zone 3 of the
memory cell are in the Relax phase. Zone 1 is in the
Hold phase and zone 2 is in the Switch phase. As
zone 1 is in the Hold phase, zone 2 is in the Switch
phase and zone 3 is in the Relax phase, then the
previously defined outputs Z and R now become
inputs to the MV and the previously defined inputs
Z and become the new outputs. The input values
Z and R are transferred to the outputs Z and R
because the other two inputs of the MVs have no
influence or are equal to Z and R.

Step 3) Zones 1–3 are in the Relax, Hold, and Switch
phases, respectively. Thus, a new multiplexed
memory state and the Read Control signal are
transferred to zone 3.

Step 4) During this step, zone 3 is in the Hold phase and the
new memory state is read at the Out cell (depending
on the value of the Read Control signal).
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Fig. 7. Clocking signals for the three zones.

V. CLOCKING CONSIDERATIONS

Metal QCA designs and architectures presented in the tech-
nical literature are clocked through a single four-phased clock
signal. Designs are partitioned into clocking zones; the clock
signal for adjacent QCA zones is phase-shifted by such
that a concatenation of sets of four adjacent zones is allowed
as basic mode of operation for logic propagation in the QCA
circuit. However, in the proposed memory architecture, two of
the three zones for the memory cell are in the Switch phase at
the same time. Similarly, they are in the Hold and Relax phases
simultaneously. The period of the Hold and Relax phases is dif-
ferent for the three clocking zones. Therefore, the three zones
will have to be clocked by separate signals through the under-
lying CMOS circuitry.

Fig. 7 shows the periodic signals required to clock the three
zones of the memory cell. In Step 1), the clocking signals of
zones 1 and 2 are in the Switch phase and zone 3 is in the Hold
phase. This allows the new memory input value and the old
memory state to be voted to write a new memory state. In Step
2), the new memory state in zone 1 is transferred to zone 2; so,
the clock signals for zones 1–3 must be in the Hold, Switch, and
Relax phases, respectively. However, zone 2 was in the Switch
phase in Step 1) and the Switch phase cannot be followed yet by
another Switch phase. Therefore, zone 1 has to be in the Hold
phase long enough for the clock signal of zone 2 to transition
through the remaining phases and return to the Switch phase,
at which time a new memory state is transferred. In Step 3),
the memory state is transferred to zone 3; this requires all three
zones to be in the Release, Hold, and Switch phases, respec-
tively. In Step 4), zone 3 is in the Hold phase and the memory
state can be read out. Zone 3 must be in the Hold phase long
enough to allow zones 1 and 2 to cycle through their remaining
phases and be in the Switch phase when the memory operation
returns to Step 1. Zone 3 is in the Hold phase during Step 1) of
the memory operation.

The clocking signals of all three zones of a memory cell are
periodic (the frequency of zones 1 and 3 is half of zone 2). All
four steps of the clock signal for zone 2 are of the same duration,
i.e., the same as the global signal used to clock the remaining

Fig. 8. Underlying CMOS circuitry for clocking the parallel QCA memory.

parts of the QCA design. Therefore, the proposed memory de-
sign requires two additional signals for clocking. The input and
output control circuitry is a simple combinational logic with no
feedback loop and, therefore, it can be clocked using conven-
tional QCA schemes and its four-equally-phased clock.

Fig. 8 shows the CMOS circuitry required to supply the
clocking signals to the proposed QCA memory design. Three
periodic wave generators are used to obtain the required QCA
clock signals. One of the signals is the conventional QCA
clock signal (four-phased, equally timed) for the control cir-
cuitry (Read, Write), zone 2 of the memory cells as well as
the remaining parts of the QCA design. The other two clock
signals which have unequal durations (as required to obtain
logic propagation), are used for zones 1 and 3 of the memory
cells. All columns of the memory cells function identically and
the clock signals from the three wave generators are used for
all of them. As observed in Fig. 8, the additional complexity for
clocking is accounted for generating the two additional signals.
Routing of these signals is simplified due to the regularity of
the proposed design and its clocking zones.

VI. SIMULATION

QCADesigner [15] provides a design and simulation environ-
ment for QCA circuits. It has multiple simulation engines with
CAD capabilities. However, in QCADesigner clocking can only
be simulated using the four-phased signal of Fig. 3, thus signal
propagation is unidirectional. The same clocking arrangement
is also available in AQUINAS [3]. The memory cell design pro-
posed in this paper requires multiple clock signals with different
Hold and Relax times and bidirectional signal propagation.

Therefore, some modification were made to simulate the
proposed memory cell using QCADesigner for the logic ver-
ification of the proposed memory design, A time-to-space
(TS) transformation is utilized; this consists of duplicating the
circuit (space domain) and operating it along a single direction
as equivalent to the memory cell with the two (back-and-forth)
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Fig. 9. Simulated circuit of proposed memory cell by ST transformation using
QCA designer.

Fig. 10. Simulation waveforms for proposed memory cell.

data movements over one operational cycle (time domain).
This transformation can be generalized to the simulation of the
memory cell over multiple operational cycles; in this case the
cascade arrangement known as the 1-D iterative logic array
(ILA) must be utilized. Each of the blocks of the ILA corre-
sponds to the memory cell in a data movement. This approach
was originally proposed in [7] for testing sequential circuits.

Fig. 9 shows the design (as equivalent to the proposed
memory cell) for simulating one operational cycle. It should
be observed that, instead of using a single MV for both
(back-and-forth) data movements, two MVs (space domain) are
employed and data are moved in only one direction. Simulation
has been performed using the bistable engine of QCADesigner
with cells dimensions of 18 nm and dot size of 5 nm. Fig. 10
shows the waveforms obtained by simulating this design as
equivalent to the operation of a memory cell over one opera-
tional cycle. When the R/W signal and the Row-Sel are high,
then Mem_New takes the value of Input data (after a delay),
whereas at all other times it is equal to Mem_Old (which is
fixed at logic 1). Similarly, the Read signal is enabled when the
R/W signal is low and the Row-Sel signal is high. Simulation
has therefore shown that the logic and timing features of the
proposed memory design execute correctly and are compatible
with adiabatic switching for QCA implementation.

Finally, the four ports (legs) of the MV in the memory cell
design of Fig. 6 have different cell lengths. This occurs be-
cause the memory designs presented in this paper and [16] are
tailored to QCA implementation and the 1-D clocking scheme

causes slightly uneven lengths for the signals to the MVs. The
work in [13] has discussed the effects due to different lengths
in the cell lines connected to an MV and proposed a solution to
the Schrödinger equation using correlation terms for the correct
calculation of the output polarization. In the proposed design,
within a clocking zone the signal lines to the MVs can be ad-
justed to have nearly equal length by increasing the size of the
memory cell. Moreover, the effects due to uneven lengths could
be mitigated by increasing the clock period, therefore providing
sufficient time for the QCA cells to attain their true ground state
[8]. However as verified by the previously presented simulation
results, this is not a problem in the proposed design.

VII. DISCUSSION AND COMPARISON

The architecture presented in the previous section has pro-
vided a new QCA design for parallel memory. At cell level, the
set of three clocking zones (as required for the line-based im-
plementation of the memory cell) is applicable to all cells that
are in the same column. This two-dimensional (2-D) parallel
architecture is similar in many respects to the 2-D architecture
presented by [16], although the implementation of the memory
cell is radically different. Therefore, this parallel memory ar-
chitecture can be used for comparison purposes to evaluate the
proposed memory architecture.

The memory design presented in [16] consists of a closed
QCA wire loop; in each memory cell, data is retained by contin-
uously moving it in the wire loop. This mechanism requires the
wire loop to be partitioned into four clocking zones, each zone is
clocked by a signal with a phase difference with the signal
of the adjacent zone. As a result, one of the four clocking zones
is always in the Hold phase and data is retained in the wire loop.
Apart from the clocking zones for the Read/Write logic, each
memory cell requires four clocking zones. This directly trans-
lates to an increase in the underlying CMOS circuitry to provide
the correct clocking signals to the zones. Also, the dimensions
of these clocking zones (of width equal to that of a single QCA
cell and length equal to that of a few cells) make clocking ex-
tremely difficult, if not infeasible. Each memory cell in this de-
sign requires a total of seven AND/OR logic gates. To reduce an
MV to an AND/OR gate, the control input must be permanently
set to either logic 1 or 0. The implementation of these control
cells encounters an additional complexity because their polarity
must be coerced to a fixed value. Moreover, each memory cell
in this design requires seven of such control cells.

The main advantage of the parallel architecture presented
in this paper is the sharing of the clocking zones between all
memory cells in a column of the 2-D memory design. There-
fore, the number of clocking zones for holding data is only
dependent on the number of columns (word-size), i.e., it is
independent of the number of rows (memory-size). Also, since
clocking zones are shared, their dimensions are well suited to
underlying clocking circuitry for clocking. As the basic prin-
ciple of the proposed architecture is to keep memory in motion
by moving data back and forth in a QCA line (rather than
circulating it in a loop), a modification to the clocking process
is required. In this case, the use of a 1-D QCA signal to clock
all zones is rather restrictive. To reverse the direction of signal
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TABLE I
COMPARISON OF PARALLEL QCA MEMORY ARCHITECTURES

flow as required by the proposed architecture, clock signals
with longer Relax/Hold times have to be used; this implies that
two more clock signals (in addition to the conventional clock
signal) are required. Table I summarizes the characteristics of
the two parallel QCA memory architectures which have been
compared.

As for density, Fig. 11 shows the projected memory density
for DRAM using CMOS technology and parallel memory ar-
chitectures (the proposed architecture is given by the “Memory
Line” curve, while the architecture of [16] is given by the
“Memory Loop” curve). DRAM density projections for CMOS
are obtained from [12]. When calculating the density of a QCA
memory, cell sizes of 1 and 5 nm were assumed for either
molecular or metal implementation. The memory-loop archi-
tecture of [16] requires an area of QCA cells per one
memory cell, whereas the architecture proposed in this paper
takes an area of QCA cells (where is the inter-dot
distance). Overhead for additional control circuitry (such as
memory decoder and routing of signals) is included for both
architectures. This area (cost) model includes any unused space
within the 2-D layout of a design. For example, the area for
the memory cell in Fig. 6 is the product of the number of cells
along the axis, the number of cells along the axis, and
the dimension of each cell. It is assumed that the underlying
CMOS circuitry for clocking does not create any additional
overhead when calculating the 2-D area. From Fig. 11, it is
evident that parallel QCA memory architectures even with a
metal implementation (5 nm) will result in a memory density
that CMOS technology will be able to match only after some
years. By using a molecular implementation (in the 1-nm
range), the large density offered by QCA for memory designs
is further evidenced by values well beyond the range of CMOS
technology. The loop-based method of [16] offers a density

Fig. 11. Density comparison between CMOS DRAM and parallel QCA
memory architectures.

that is slightly higher than that of the line-based architecture of
this paper.

However, when considering the number of clocking zones
(and therefore the operating frequency for switching) the ad-
vantage of the proposed line-based architecture is substantial;
for the architecture of [16], four clocking zones are required to
implement the memory loop for each bit stored in memory. For
a line-based memory, only three clocking zones are required for
all memory cells in a column of the 2-D memory array (inde-
pendent of the number of rows). Therefore, in a line-based QCA
memory architecture, the number of clocking zones depends
only on the word width whereas in a loop-based QCA architec-
ture it depends on both word width and the number of words.
Fig. 12 shows the number of clocking zones versus number
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Fig. 12. Comparison in the number of clocking zones for parallel QCA
memory architectures.

of words for the two parallel QCA architectures compared in
this paper. The difference between these two memory architec-
tures is in orders of magnitude, and it increases with the number
of words.

VIII. CONCLUSION

This paper has presented a novel parallel memory architec-
ture which exploits the so-called capability of processing-in-
wire; in this architecture, storage is accomplished by using a
QCA line as basic configuration for a memory cell. In the pro-
posed memory cell, data are moved back and forth along a line,
thus implementing a bidirectional signal flow which overcomes
the traditional arrangement of loop-based QCA memory de-
sign. It has been shown that this process requires three clocking
zones, thus resulting in adiabatic switching with two additional
clocks. These clocks are used to implement a four-step process
for reading/writing data to the memory. Using a time-to-space
transformation, the operation of the memory cell in this architec-
ture has been verified using QCADesigner as a simulation tool.
It is shown that clocking requirements, number of zones, as well
as the underlying CMOS circuitry complexity are significantly
reduced compared with previous QCA parallel architectures.
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