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Abstract—At nanoscale, quantum-dot cellular automata (QCA)
defines a new device architecture that permits the innovative
design of digital systems. Features of these systems are the allowed
crossing of signal lines with different orientation in polarization on
a Cartesian plane, the potential of high throughput due to efficient
pipelining, fast signal switching, and propagation. However, QCA
designs of even modest complexity suffer from the negative impact
due to the placement of long lines of cells among clocking zones,
thus resulting in increased delay, slow timing, and sensitivity to
thermal fluctuations. In this paper, different schemes for clocking
and timing of the QCA systems are proposed; these schemes utilize
2-D techniques that permit a reduction in the longest line length
in each clocking zone. The proposed clocking schemes utilize
logic-propagation techniques that have been developed for systolic
arrays. Placement of QCA cells is modified to ensure correct signal
generation and timing. The significant reduction in the longest line
length permits a fast timing and efficient pipelining to occur while
guaranteeing a Kink-free behavior in switching.

Index Terms—Clocking, emerging technology, nanotechnology,
quantum-dot cellular-automata (QCA) architecture, timing.

I. INTRODUCTION

N THE PAST few decades, the exponential scaling in fea-

ture size and the increase in processing power have been
successfully achieved by very large scale integration (VLSI)
technology, mostly using CMOS; however, in the not-so-distant
future [1], this technology will face serious challenges as the
fundamental physical limits of its devices are reached. In re-
cent years, there has been extensive research at nanoscale to
supersede the conventional CMOS using the so-called emerging
technologies. It is anticipated that these fundamentally different
technologies can achieve extremely high densities and high
operational speed. Among these new devices, quantum-dot
cellular automata (QCA) not only gives a solution at nanoscale
but also offers a new method of computation and informa-
tion transformation (often referred to as processing-in-wire).
In terms of feature size, it is projected that a QCA cell of
a few-nanometer size can be fabricated through a molecular
implementation by a self-assembly process [2], [3]. Sequential
as well as combinational designs can be realized using the
QCA. Designs based on QCA (such as carry-look-ahead adder,
barrel shifter, microprocessors, and field-programmable gate
arrays, have been presented in the technical literature [4]-[9].
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Solutions to the problem of driving the inputs to a QCA system
and measuring the output are discussed in [10] and [11].

Physical design and placement of QCA cells present new
challenges. For example, the ability of crossing QCA wires on
a plane provides an additional advantage over the conventional
CMOS technology. As signals in the QCA are not propagated
using current and voltage, but rather through Coulombic in-
teraction of electrons, then they can cross each other with no
interference (it has been verified that a line of rotated cells does
not interfere with a line of straight cells [5], [12]). However,
long lines of QCA also result in an increased delay for signal
propagation and switching. This can significantly reduce the
operating speed of circuits manufactured using this technology.
Currently, the signal propagation in QCA systems is mostly
accomplished along serial timing zones as a 1-D technique;
this technique has been proposed in [12]. The 1-D arrangement
results from the four phases (adiabatic switching) required for
timing the QCA cells. A trapezoid arrangement that exploits
the four-phase timing arrangement of [12] has been proposed in
[13] to accomplish a higher cell density through feedback paths.
Long vertical lines consisting of many QCA cells are com-
monly required to route signals [13], thus imposing stringent
timing constraints on the pipelining process. Moreover, correct
switching among cells (i.e., kink-free operation) in a timing
zone is affected by thermal fluctuations [14]. The operating
temperature of the QCA, as well as the required clocking
circuitry, is dependent on the length of the longest wire and
the size of the timing zone, i.e., the QCA operation at room
temperature much likely requires small lines.

In this paper, we consider issues pertaining to the timing
and clocking of QCA systems for high-performance comput-
ing. Initially, the effects of thermal fluctuations on the QCA
designs are studied to establish clocking-zone dimensions as
a function of the longest QCA wire. Unfortunately, we show
that high performance and low temperature require a different
mechanism than the 1-D criteria of clocking proposed in [12]
due to significant delays. To address this problem, two novel
schemes are proposed for timing and clocking. These schemes
are based on a 2-D characterization of information transfer
across different timing zones arranged into grids. Issues, such
as the clocking circuitry (as interfaced to CMOS) and the oper-
ating temperature, are also addressed. Novel logic-propagation
techniques are also introduced for designs under the proposed
clocking schemes. Computational time and pipelining are ex-
tensively analyzed as some of the performance metrics. The
proposed clocking schemes utilize the equivalence between
systolic processing and QCA zone switching, thus permitting
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Fig. 1. Spatial configurations as binary behavior of the QCA cell.

sequential or parallel timing processing of signals across both
dimensions of the QCA circuit in a Cartesian plane. Simulation
results (using QCADesigner [15]) are provided for the combi-
national and sequential QCA circuits.

This paper is organized as follows. Section II introduces
a brief review of QCA with a particular emphasis on timing
and clocking. Section III discusses in detail the analysis for
clocking the QCA systems. The first proposed scheme (based
on a 2-D partitioning of the design into a grid of zones) is
given in Section IV. The second scheme (based on a 2-D
wave propagation of signals within a grid of zones) is given in
Section V. Section VI addresses the issue of the feedback paths
(as applicable to sequential circuits) in the 2-D grid; in addition,
in this case, it is shown that zone partitioning is applicable.
Section VII presents detailed simulation results. A conclusion
is addressed in the last section.

II. REVIEW

QCA is a new device architecture that is amenable to
nanometer scale (metal dots as well as molecular implemen-
tations) [2], [16]. The QCA stores logic states not as voltage
levels but rather based on the position of individual electrons
[5]. A quantum cell can be viewed as a set of four charge
containers or dots that are positioned at the corners of a square
cell. Computation is realized by the Coulombic interaction
of extra electrons in the quantum dots. Each quantum dot is
a nanometer-scaled square with wells at each corner of the
cell. The two extra electrons that are present in each cell can
quantum-mechanically tunnel between wells, but they cannot
tunnel out of the cell. Electron repulsion causes the extra elec-
trons to occupy diagonally opposite wells. These two electron
configurations can be used to encode binary information in the
cells. Fig. 1 shows the QCA cell and the Boolean nature of the
polarization for its two electron configurations.

The unique feature of the QCA-based designs is that logic
states are not stored in voltage levels as in the conventional elec-
tronics, but they are represented by the position of individual
electrons. Unlike the conventional logic in which information
is transferred from one place to another by electrical means,
the QCA operates by the Coulomb interaction that connects
the state of one cell to the state of its neighbors [17]. As
no significant current flows (logic operations are due to the
polarization of the spatial configurations of the cells), the power
dissipation in QCA circuits is low compared with the con-
ventional FET-based circuits [5]. This results in a technology
in which information transfer (interconnection) is the same
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Fig. 2. QCA clock phases.

as information transformation (logic manipulation), i.e., the
processing-in-wire is said to have occurred.

The QCA cells can be arranged to realize different devices
such as the binary wire, an inverter, and a majority voter (MV).
The basic logic gate in QCA is the MV. The MV with a logic
function MV(A, B, C) = AB + AC + BC can be realized by
only five QCA cells (compared to a CMOS implementation
that requires 16 transistors). Logic AND and OR functions
can be implemented from an MV by setting one input (the
programming input) permanently to zero and one, respectively.
Cells that are positioned adjacent to each other tend to align and
produce a QCA binary wire. The higher is the number of cells
in the wire, the longer is (spatially) the wire and the higher is the
time delay for signal propagation [12]. Cells that are positioned
diagonally from each other align in an opposite fashion and
produce logic complementation (i.e., an inverter).

In traditional electronic systems, timing is controlled through
a reference signal (i.e., the clock); however, timing in QCA is
accomplished by clocking in four distinct and periodic phases
[12], [18]. A QCA circuit is partitioned into serial (1-D) zones,
and each zone is maintained in a phase. Clocking effectively
traps cells of a zone into a specific polarization while permitting
cells in adjacent zones to undergo changes. For QCA, the clock
phases are switch, hold, release, and relax. During the switch
phase, the extra electrons in a cell are polarized under the
influence of neighboring cells; in this phase, a cell attains a
definite binary value. Interdot barriers are raised in the hold
phase so that the electrons do not switch and retain their
polarity. The interdot barriers are reduced in the release phase,
and cells lose their polarity. In the relax phase, there is no
interdot barrier, and a cell has no influence on its neighbors.
Fig. 2 shows a cell in its four clock phases. Clocking controls
the information (signal) flow and enables power gain in the cells
(with no flow of current).

The timing zones of a QCA circuit are arranged by following
the periodic execution of these four clock phases. Computation
in QCA is 1 D (i.e., unidirectional and consistent with the signal
propagation). By selecting an appropriate layout, the feedback
paths and a higher cell density are possible using a trapezoid
allocation in the zones of the Cartesian plane [13].

Usually, the QCA circuits and systems follow the clocking-
zone partition scheme of [12]. Designs are partitioned into
multiple clocking zones only along 1 D (for example, the
x-axis), thus effectively creating columns (as zones). Clocking
and pipelining require designs to maintain sets of four adjacent
zones at any time (as per the four phases, i.e., switch, hold,
release, and relax). Clocking to each zone of a QCA design is
applied through an underlying circuitry to generate a signal, as
shown in Fig. 3 [20]. This circuit generates the electric field for
the modulation of the tunneling barrier of all cells in the zone
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Fig. 3. Four-phased signal for clocking (adiabatic switching).

(adiabatic switching). To maintain zones in sets of four phases,
four conducting wires (that carry the signal shown in Fig. 3)
are required. Each signal has a phase shifted by 7 /2. Clocking
requires metal lines (underlying the cells) with a substantially
lower feature size as well as a circuitry for the generation of the
required signals [19].

III. CLOCKING ANALYSIS

For QCA, adiabatic switching is commonly preferred com-
pared with abrupt switching [12]. In an adiabatic approach,
switching is accomplished by modulating the interdot tunneling
barrier of the QCA cells. By applying an input signal, barriers
are lowered such that cells begin to polarize. By raising back
the barriers, cells are held or “crystallized” in their new states.
If the change in the interdot potential barrier is gradual, then the
adiabatic theory guarantees that the system always remains in
the ground state and does not permanently move to an excited or
metastable state [21]. A system is said to be in the ground state
if it has a minimum energy, i.e., all cells polarize and attain a
state as expected by cell-to-cell interactions. In an excited state,
cells align contrary to the cell-to-cell electron repulsion, and a
kink is said to have occurred.

In an adiabatic-switching scheme, fluctuations in operating
temperature may excite the QCA cells above their ground state
and produce erroneous results at the output. Lent et al. [22]
provide an analysis of these thermal effects on a linear array
(or line) of the QCA cells. Let Ey represent the energy required
for a QCA cell to encounter kink (i.e., to align differently from
its expected polarization). As the number of QCA cells in the
linear array increases, the ground state remains unique, and the
energy separation between the ground state and the first excited
state remains F.. However, with an increasing number of cells,
the number of locations increases, and therefore, multiple kinks
may occur. Therefore, the probability for a kink-free behavior
is a function of N (as denoting the number of cells in the
array). In addition, at nonzero kelvin, the higher the operating
temperature (7°), the higher the thermal fluctuations which lead
to an increase in the probability of kink occurrence. Finally, the
probability for a system to be in an excited state (kink) is a
function of the energy required for a kink to occur in a QCA
cell Ex. A higher value of Ey reduces the probability of kink
occurrence (with a scaling of cell dimension to a molecular
level, the correlation between electrons in neighboring cells
increases, thus resulting in an increase of Ey). For N QCA
cells, these parameters are quantified in the following equation
(derived in [22]):

AF, = nkEy {1 _ kel ln(N)] . (1)
Ey

AF,, is the energy separation between the ground state and
the nth excited state, i.e., a zone with n kinks, and kg is the
Boltzmann constant. As long as the energy separation AF,
is greater than zero, the QCA system does not settle in an
excited thermodynamic equilibrium state. This implies that the
energy required for the n kinks (nFy) must be greater than
for the kinks caused by thermal fluctuations kT niln(N).
From this inequality, for a given kink energy Ey and operating
temperature 7, a bound on the number of QCA cells to avoid
kinks is given by

E
N < eFarT. )

The bound on line (array) length obtained from (2) can be
utilized in determining the largest zone dimension under the
worst-case conditions. Consider a bound on NN for the vertical
and horizontal dimensions of a zone. From (2), thermodynamic
effects can then be avoided in all QCA lines within that zone.
Therefore, a kink-free behavior can be accomplished by estab-
lishing an upper bound on N for the dimension of a clocking
zone. For QCA pipelining, only one zone (among a set of four
adjacent zones) is in the switch phase at any time; therefore,
the effective length of a long QCA line (that may span across
multiple zones) must be equal to the dimension of the switch-
ing zone.

IV. TWO-DIMENSIONAL QCA CLOCKING

The QCA-clocking mechanism proposed in [12] partitions a
design into different zones only along one direction of signal
flow, i.e., the x-axis. Such a scheme considers long horizon-
tal lines and divides them among multiple (vertical) clocking
zones, thus keeping their length bounded in any zone. A vertical
line (in the y-axis) is always contained within a column as
a single clocking zone; for complex designs, the height of
a clocking zone (along the y-axis) could be significant, thus
creating long vertical lines.

Consider the QCA design of the 8-to-1 multiplexer, as shown
in Fig. 4; throughout this paper, this is used as a representative
circuit for comparison purposes among the proposed clocking
schemes. This circuit is designed using three (log,(8)) stages
of 2-to-1 multiplexers. The four 2-to-1 multiplexers in stage 1
reduce the eight inputs to four based on the select signal SEL1.
Two 2-to-1 multiplexers in stage 2 reduce these four signals
to two based on SEL2, and finally, a 2-to-1 multiplexer in
stage 3 selects one of its two inputs as an output based on SEL3.
Each 2-to-1 multiplexer is designed using three MVs (two as
AND gates and one as an OR gate) and an inverter. As the SEL1
signal must be supplied to all 2-to-1 multiplexers in stage 1, a
long vertical line is required (51 cells long in clocking zone 2).
The length of the vertical line increases with multiplexer size
(N) because the select signal must be supplied to N/2 2-to-1
multiplexers in stage 1.

The problem of long vertical lines is solved in this paper
by partitioning the QCA design along the y-axis (rowwise)
in addition to the z-axis (columnwise). This 2-D arrangement
effectively generates a grid of clocking zones for a given QCA
design. A bound for the zone dimensions restricts the length
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Fig. 4. 8-to-1 QCA multiplexer (1-D clocking).

of the QCA lines and makes the QCA designs tolerant to
the thermodynamic effects. The designs of QCA systems are
characterized by the so-called “tournament-bracket” structure
[13]. Logic signals propagate horizontally through the MVs by
providing outputs toward the end of the bracket. This feature
favors partitioning of designs into multiple clocking zones
along the z-axis, i.e., horizontal propagation is accomplished.
By having a clocking mechanism for 2-D partitioning (as
for a grid of zones), extensive modifications to the original
QCA design must be avoided (if possible). Similarity must be
retained in signal propagation such that all zones in a column
of the 2-D grid must be switched (prior to switching zones
located in the next column). Fig. 5 shows the signal propagation
for the proposed 2-D partitioning of the QCA designs. Signals
propagate vertically in each column; after switching all zones in
a column, the signal propagates horizontally to the next column
of the grid. Therefore, at a reduced frequency (i.e., proportional
to the number of zones in a column), signal propagation along
the x-axis is still equivalent to the 1-D clocking case.

For correct operation of the QCA design, all signals in a
clocking zone must be made available to the next stage during
its switch phase. In the 2-D case, a signal must propagate
both vertically and horizontally. Therefore, if a zone in the
hold state is released as soon as the next zone in the same
column completes the switch phase, then its signals will not
be available during the switch phase of the corresponding zone
in the next column. This inhibits signal propagation along the
z-axis, leading to a possible incorrect behavior of the QCA
systems. Therefore, all zones in a column must be retained in
the hold state until the corresponding zones in the next column
are in the switch phase. In the clocking mechanism for QCA,
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Fig. 5. Proposed 2-D QCA clocking.

a zone is released as soon as the next zone is switched. The
proposed mechanism for 2-D signal propagation in a grid is
similar to the 1-D case because a zone can be released as soon
as the zones located next (along both dimensions) are switched.
Similarly, a zone can be switched only when its driving zones
(in both dimensions) are in the hold state.

The proposed 2-D clocking mechanism requires changes
(albeit minor) to the existing QCA designs (based on 1-D clock-
ing). Changes are required to preserve the direction of logic
propagation in the QCA lines, as shown in Fig. 5. Clocking
requirements and changes in design are summarized by the
following rules.

1) Switch all zones in a column prior to switching the zones
in the next column.

2) Keep an entire column in the hold state until all zones
located in the next column are switched.

3) Vertical lines spanning multiple zones should accept sig-
nals only in the zone from which they originate [this is
referred to as design modification-1 (DMI)].

4) Signals should not travel in a direction opposite to logic
propagation, neither within a column nor between the
columns [this is referred to as design modification-II
(DMID)].

Figs. 4 and 6 show the QCA design of the 8-to-1 multiplexer
under the original 1-D and the proposed 2-D schemes. The
design modification rules given previously have been applied
to this circuit (DMI is applied to SEL1 and SEL2, whereas
DMII is used for the MV in the last zone of the grid), using the
logic propagation shown in Fig. 5. The clock-zone dimensions
in Fig. 6 are on the order of tens of cells along both axes.
This is consistent with the clocking-zone widths suggested by
other works [12], [13] with partitions along 1-D only. Note
that vertical lines receive signals in the zone from which they
originate and that an MV has been moved down within a
column to avoid interzone signal transfer in a direction opposite
to the logic propagation. As shown in the multiplexer of Figs. 4
and 6, the circuits are almost the same, and therefore, they
occupy the same area. As for the count of QCA cells, the design
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Fig. 6. 8-to-1 QCA multiplexer (2-D clocking).

modifications introduce an overhead that is negligible, i.e., the
number of QCA cells in Fig. 4 is 564, whereas in Fig. 6, it is
576 for a 2% increase.

As a signal in a QCA line propagates through the sequential
switching of cells from the input to the output, intuitively, it
would take twice as long to switch twice as many cells in a
QCA line. The relationship between switching time and number
of cells for a given error margin (as related to nonadiabatic ring-
ing) can be assessed by solving the time-dependent Schrodinger
equations. Lent and Tougaw [12] have provided the solution
by giving the dependence of a minimum switching time on the
number of cells in a line as

T, oc C116 (3)

where T is the minimum switching time, and C' is the number
of cells in a line. The exponential factor of 1.16 suggests that the
switching time has almost a linear dependence on the number
of cells (O(C)). The small deviation from linearity is the result
of fitting the maxima for error (nonadiabatic ringing) in solving
the Schrodinger equations.

The minimum clock period for a clocking zone is determined
by the switching time of the longest QCA line in that zone. In
most cases, the length of the longest QCA line is proportional
to the vertical and horizontal dimensions of a zone. Therefore,
even though the number of zones per column in a grid is
increased, the minimum clock period for each zone is reduced
due to the smaller zone dimensions. Therefore, there is a linear
relationship between the clock period of a column with no
partition (as in the original 1-D scheme) and a column with
partitions (as in the proposed scheme).

The total computation period is the sum of the clock periods
of all columns in the QCA design; this is almost the same for
both the 1- and 2-D schemes. Pipelining is not affected because

an entire column is used to hold the signals. In both clocking
schemes, four columns are required to propagate one state of
computation. For the 8-to-1 QCA multiplexer, the proposed
2-D scheme reduces the longest vertical line length from 51
to 13 cells (as shown in column 2 of Figs. 4 and 6). From (2),
for a line of 51 cells to avoid kinks, the excitation energy Fi
of the cells must be 3.9 times greater than kgT’; for a line of
13 cells, it only needs to be 2.6 times greater. Therefore, for
a given QCA technology (i.e., for a fixed Ex), if the 8-to-1
QCA multiplexer using the proposed 2-D clocking scheme can
be operated at room temperature (300 K), then the 1-D version
of the same circuits must be operated at 195 K. However, the
clocking circuit that is required for the 2-D scheme is more
complicated than the 1-D scheme. Therefore, the 2-D scheme,
even if it solves the problem of long vertical lines related
to the kink energy, is still not a complete improvement over
the 1-D clocking scheme as it does not provide performance
improvements in terms of throughput. A detailed discussion of
this topic is provided in a later section of this paper.

V. TWO-DIMENSIONAL WAVE QCA CLOCKING

Significant improvements in computation time and simpli-
fication of clocking circuitry can be achieved by employing a
different clocking mechanism for the QCA designs partitioned
along 2-Ds. This new scheme is based on the parallel execution
and processing in clocking zones within a different timing
framework.

The principles of this technique are based on the similarity
between systolic arrays and QCA with respect to clocking. The
systolic arrays are special-purpose VLSI architectures intro-
duced in the late 1970s [23]; they are made of simple processing
elements with local interconnections usually arranged in a grid
layout. Each processing element receives data from one or
more neighboring processing elements (at its primary inputs);
it then performs local computation and transfers its results to
other neighboring processors (connected to its primary out-
puts). Two-dimensional (square) systolic arrays are used for
parallel processing of matrix multiplication, accepting inputs
from two sides, and propagating the outputs to two other sides.
As partitioning the scheme for clocking zones, the proposed
2-D arrangement is similar to a grid with orthogonal intercon-
nections. Computational results move from northwest to south-
east similar to the implementation in a 2-D (square) systolic
array. Due to these similarities, logic-wavefront propagation
techniques developed for systolic arrays can also be considered
for the QCA architectures to increase data pipelining and
parallel processing [24].

Fig. 7 shows a logic-propagation technique for the proposed
2-D diagonal wave scheme (2DDWave). To retain similarity to
the 2-D (square) systolic array (and thereby achieve parallel
processing), each zone must accept input signals only from
two zones (north and west) and pass its outputs to the other
two zones (south and east), i.e., each column must have an
equal number of zones (perfect grid). Therefore, to ensure
an efficient utilization of the wavefront propagation scheme,
a design modification rule must be applied in addition to
the rules presented for the 2-D QCA-clocking scheme of the
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previous section, i.e., the design must be partitioned into a
perfect grid of zones such that all zones in a row have the
same height and all zones in a column have the same width.
Figs. 6 and 8 show the 8-to-1 QCA multiplexer before and after
the aforementioned design modification rule. In this perfect-
grid scheme, the correct switching of a zone requires only two
zones (one located above the switch-phase zone and one located
to the left of the switch-phase zone) to be in the hold phase.
Similarly, a zone needs to be in the hold phase only until the
zones located below (south) and right (east) are switched. With
this switching arrangement, the proposed diagonal wavefront
propagation scheme (denoted as 2DDWave) produces at the
output the same results as the 1- and 2-D schemes presented
previously.

In a 1-D clocking scheme, the lengths of the vertical lines
are not bounded because they increase as a function of design
size. As the operating temperature (1") changes with the number
of cells (N) in the longest QCA line of a clocking zone, T
becomes a function of the design size. However, in the proposed
2-D schemes, independent of the design size, line lengths
can be bounded as partitioning occurs along both the z- and
y-axes. Therefore, the QCA designs under 2-D schemes are
robust to thermal fluctuations and can be operated at higher
temperatures, mostly independent of size. In a 2-D scheme,
the underlying feature is the sequential processing in a linear
fashion. All zones in a column are sequentially switched prior
to switching zones in the next column (Fig. 5). In the proposed
2-D wave-clocking scheme (2DDWave), switching is per-
formed in parallel; all zones that are located along the diagonals
are switched simultaneously. Therefore, the computation time
for the 2-D scheme increases quadratically with the number of
zones along the x- and y-axes (given by Z, x Z,), whereas
in the 2DDWave scheme, the increase is linear (Z, + Z,). In
a previous section, it has been shown that the computation
times for the 1- and 2-D schemes are equivalent; the proposed
2DDWave scheme performs better in terms of processing speed
than these two schemes.
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Table I shows the characteristics of the three clocking
schemes discussed in this paper for the 8-to-1 QCA multiplexer
design (Figs. 4, 6, and 8) as an example. As the underlying
feature of both 2-D schemes is to partition the QCA system
along the z- and y-axes, they have common characteristics of
kink-resilient behavior and a higher operating temperature (as
discussed previously). However, as an additional advantage, the
2DDWave scheme improves the computation time.

As reported previously [12], [25], the QCA designs can be
clocked by an electric field generated by a set of parallel con-
ducting wires buried under the substrate. For the 1-D scheme,
these metal wires are vertically oriented such that columns of
clocking zones are formed. By keeping the set of four adjacent
metal wires out of phase by /2 and by applying the signal
shown in Fig. 9, clocking requirements can be satisfied. How-
ever, clocking in the 2-D case is more complicated because all
zones in a column are clocked simultaneously during the hold,
release, and relax phases, but they are clocked sequentially
during the switch phase. Therefore, to provide a phase-based
clocking, additional circuitry must supply multiple signals;
moreover, multiplexing between them is also required (the
reader should refer to [26] for additional details).

The 2DDWave scheme requires a simpler arrangement be-
cause all zones along the diagonals are clocked simultaneously
in all phases. However, in this case, the set of parallel metal
wires runs diagonally to the QCA design, i.e., a wire runs under
all clocking zones located diagonally to each other. To provide
a uniform electric field across a clocking zone, two layers
of metal wires are required, as shown in Fig. 9. The diagonal
metal wires run in (bottom) layer 1 over the entire QCA design;
metal wires in (top) layer 2 are small, disjointed, and extend
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TABLE 1
COMPARISON OF DIFFERENT CLOCKING SCHEMES
Characteristics 1D 2D 2DDWave
No.of Cells (C) 564 576 576
No.of Zones (Z) 6 24 24
Max. Wire Len (L) 51 13 13
Fr
k—j’ﬁ for 39 2.6 2.6
kink-free operation
Max. Temp for 195k 300k 300k

kink-free operation

Computation Time ~24 time units

~ 24 time units | ~ 9 time units

Pipelining Four-staged Four-staged Four-staged
Clocking Circuitry Modest Complex Modest
Metal Line
(layer 2)
Release Hold Switch Relax 4
‘ I
,
.
Release P g 1
’
,
.
’
Hold
Via 4+——
N
N
~
N
s J
.
.
Y |
Switch Relax Release l l
Metal Line Clocking
...... (layer 1) Zone
Periodic
Four-Phase
SignalGenerator| | | @ | | | ______ (C)
(@ (b)

Fig. 9. Clocking circuitry for the QCA designs. (a) Circuitry for the 1-D clocking scheme. (b) Clocking scheme for the 2DDWave clocking scheme. (c) Second
layer of metal wires to provide a uniform electric field over a clocking zone in the 2DDWave scheme.

only over a single clocking zone to provide a uniform electric
field. Metal wires in layers 1 and 2 are insulated through an
oxide layer such that the electric field generated by metal
layer 1 does not interfere with the electric field of metal layer 2.
The signal in metal layer 1 is transferred to the metal wires in
layer 2 (for the diagonal clocking zones) through vias; a ground
plane (not shown in the figure) can be added on top of the
QCA layer to reduce fringing effects for the lines of the E field
[19], [20].

Logic-level effects due to the interference in the electric
field between adjacent metal wires used for clocking are minor
because the QCA cells that are at the boundary must belong
to either of the two adjacent clocking zones (depending on
the strength of the electric fields in the corresponding layer-2
metal wires). Therefore, the interference of electric fields can be
tolerated by designing circuits such that the QCA cells at clock-
zone boundaries can belong to either of the clocking zones and
still not modify the logic functionality.

The 8-to-1 multiplexer design can be extended to other
circuits with similar functionality. Fig. 10 shows the QCA

design of a 3-to-8 decoder under the 2DDWave scheme. This
circuit can be used in interconnection networks and for memory
address decoding [8]. The design of this circuit is similar to
the 8-to-1 multiplexer (shown in Fig. 8); it uses few MVs
reduced to AND/OR gates at each of the log,(n) = 3 stages
to decode the address. Fig. 10 shows the design modifications
that are required under the 2DDWave scheme to overcome
the tournament-bracket (tree) structure of the 1-D clocking
technique.

VI. FEEDBACK PATHS

One of the main issues arising in the clocking schemes for
QCA is the ability to handle the feedback paths. In both 1-D
and the proposed 2-D clocking schemes, signal propagation is
strictly unidirectional [from west to east in the 1-D case (Fig. 4)
and from northwest to southeast in the 2-D case (Fig. 7)].
Hence, although the clocking schemes are readily applicable
to combinational circuits, the feedback paths (as in sequential
circuits) may require a different technique.
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Fig. 10.  3-to-8 decoder under the 2DDWave clocking scheme.

Niemier and Kogge [13] have proposed a trapezoid clock-
ing mechanism for the 1-D scheme to enable the feedback
paths in the QCA designs and to better utilize the layout area
(by exploiting the tournament-bracket structure of the QCA
circuits). The main principle of the trapezoid approach for
handling the feedback paths consists of having a sequence of
clocking zones to loop backward along the (feedback) path.
This allows a QCA wire in a loop of clocking zones to route
a feedback signal even though signal propagation between the
clocking zones is still unidirectional. The so-called trapezoid
mechanism [13] can also be adopted for the proposed 2-D
clocking schemes to allow feedback paths. Fig. 11 shows the
loop of clocking zones for implementation under a 2-D scheme.
To allow feedback paths, the zones in each region are clocked
using the 2DD wave scheme such that the signal propagation
is as follows: from northwest to southeast in regions 1 and 2,
from northeast to southwest in regions 3 and 4, from southeast
to northwest in region 5, and from southwest to northeast in
region 6. Thus, the circuits in all six regions can receive their
outputs as among their inputs using the feedback paths. The
circuits can also receive new inputs and propagate their outputs;
for example, while region 2 receives a feedback input from west
and propagates the feedback path through south, it can receive
new inputs from north and can send out the outputs through
east. If each region in Fig. 11 has only one zone, then the
feedback path reduces to the basic trapezoid clocking mecha-
nism of [13]. A difference in directions of signal propagation
in the regions does not result in an added complexity for the
underlying clocking circuitry. This occurs because the zones
in each region are still clocked using the same quasi-adiabatic
switching mechanism (consisting of four clock phases), as orig-
inated from the wires generating the E field for the clock signal.
To achieve the required directions of signal propagation, the
clock phases of the zones must be scheduled such that switching
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Fig. 11. Feedback path for the 2-D clocking schemes.

of the final zone in the 2DD wave of a region is followed by the
switching of the first zone in the 2DD wave of the next region,
i.e., synchronization of clock phases between regions must be
maintained.

Thus, the proposed 2-D clocking schemes can be used for
clocking both the combinational and sequential circuits in
QCA while avoiding the problem of kinks and improving the
performance. The proposed schemes are general; for memories,
Vankamamidi et al. [8], [9] have proposed architectures that
also target the problem of kinks by making the QCA line length
in a clocking zone independent of the memory size.

VII. SIMULATION RESULTS

QCADesigner [15] provides a design and simulation
environment for the QCA circuits; it has multiple simula-
tion engines and computer-aided-design capabilities. In this
section, the simulation results of the proposed 2-D diagonal
(2DD) clocking scheme are presented using the QCADesigner.
Three logic circuits have been designed and simulated by
using the 2DD clocking scheme. For all simulations, the QCA
cell dimension of 18 nm and a dot size of 5 nm are used.
Results are obtained using the coherence vector engine of the
QCADesigner.

Figs. 12, 14, and 16 show few circuits designed in the
QCADesigner and clocked such that when a 2-D grid is im-
posed, all zones along a diagonal are in the same clock phase.

A. 2-to-1 Multiplexer

Fig. 12 shows the design of a 2-to-1 Mux; it requires two
AND gates followed by an OR gate. The 2-to-1 Mux is the
building block for larger multiplexers (e.g., an n-to-1 multi-
plexer is built using two (n/2)-to-1 multiplexers and a 2-to-1
Mux) in a recursive form. The 2-D grid is imposed to show
that all diagonal zones are in the same clock phase. All design
requirements for 2DD wave clocking are met as signal flow
from northwest to southeast. Fig. 13 shows the result of the
simulations for the inputs and the outputs. Input Sel is defined
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Fig. 12.  2-to-1 mutiplexer under the 2DD-wave-clocking scheme simulated
by the QCADesigner.

Simulation Results

Fig. 13.  Waveforms for the 2-to-1 mutiplexer under the 2DD clocking scheme
simulated by the QCADesigner.

by the bit string 0000111100001111, Input B is given by
0011001100110011, Input A is given by 0101010101010101,
and therefore, Output Out is given by X X00110101001101
which is the logic behavior of a 2-to-1 Mux, where X is a don’t-
care value. There is a delay of three clock periods because it
takes three clock periods for the inputs to reach the output.

B. One-Bit Full Adder

Fig. 14 shows a 1-b full adder designed using the
QCADesigner. The implementation of the Carry Out is not
shown as it can be obtained in QCA by using a single MV gate.
All the rules and techniques followed in the design of 2-to-1
Mux are also used in this circuit although it is much larger (it
requires 9 x 8 zones). Fig. 15 shows the simulation results.
The Input A is 00001111, the Input B is 00110011, the Input

Fig. 14. One-bit adder under the 2DD clocking scheme simulated by the
QCADesigner.

Simulation Results
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Fig. 15. Waveforms for the 1-b adder under the 2DD clocking scheme
simulated by the QCADesigner.

Cin is given by 01010101, and the Output Sum is given by
X XX X0110 which is the logic behavior of a 1-b full adder.
There is a delay of five clock periods because it takes five clock
periods for the inputs to reach the output.

C. Reset—Set (RS) Flip-Flop

The proposed 2DD-wave-clocking scheme has also been
evaluated for a sequential circuit with a feedback loop. Fig. 16
shows an RS flip-flop (originally proposed in [27]); Fig. 17
shows the corresponding schematic diagram. The logic circuit
of the RS flip-flop is clocked using the 2DD wave clocking
such that the signal propagation between clocking zones is from
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Fig. 16. RS flip-flop under the 2DD clocking scheme simulated by the
QCADesigner.
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Fig. 17. Schematic of the RS flip-flop used in the QCA design.
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Fig. 18. Waveforms for the RS flip-flop under the 2DD clocking scheme
simulated by the QCADesigner.

northwest to southeast, whereas the feedback path is clocked
such that the signal propagation is from northeast to southwest
(i.e., the feedback path has only one row of clocking zones, and
the signal propagation is from east to west).

Fig. 18 shows the result of the simulations for Input R as
00011100000000011, Input S as 11100000011100000, and
Output Q as X X111000000111111, where X indicates a
don’t-care condition. There is a delay of the three clock cycles
because it takes three clock cycles for the inputs to reach the
output.

VIII. CONCLUSION

The QCA has been advocated as a potential device architec-
ture for nanotechnology. The QCA not only gives a solution
at nanoscale but also offers a new method of computation and
information transformation. However, the QCA designs of even
modest complexity suffer from the disadvantage of long vertical

lines in the placement of the cells, thus resulting in long delay,
slow timing, inability to operate at higher (room) temperature,
and sensitivity to thermal fluctuations.

In this paper, we have considered issues pertaining to the
timing and clocking of the QCA systems for high-performance
computing. Different schemes for clocking and timing have
been proposed; these schemes utilize novel 2-D techniques that
permit a reduction in the longest line length in each clocking
zone. Similar to [12], the proposed arrangements result from the
four phases required to correctly operate the QCA cells. Differ-
ently from previous works, the QCA design is partitioned into a
grid of zones along both directions (vertically and horizontally)
of signal flow. The proposed clocking schemes are based on the
equivalence between the systolic processing and the QCA zone
switching, thus permitting parallel processing of signals across
both dimensions of the QCA circuit.

As novel logic-propagation techniques are introduced, com-
putational time and pipelining have been extensively analyzed
as some of the most important performance metrics. The sig-
nificant reduction in maximum line length permits a fast timing
and efficient pipelining to occur while guaranteeing a kink-free
behavior in switching. It has been shown that the proposed
2-D schemes can also be used in a layout with feedback
paths, thus confirming their applicability to sequential circuits
implemented by the QCA. The proposed clocking schemes
have been evaluated on both the combinational and sequential
circuits using the QCADesigner [15].
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