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Abstract—This paper describes a novel architecture of fault MKU Memory Kernel Unit
tolerant Solid State Mass Memory (SSMM) for satellite applica- SCU System Control Unit
tions. Mass memories with low-latency time, high throughput, SSMM Solid State Mass Memory
and storage capabilities cannot be easily implemented using
space qualified components, due to the inevitable technological
delay of these kind of components. For this reason, the choice of NOMENCLATURE
Commercial Off The Shelf (COTS) components is mandatory for .
this application. Therefore, the design of an electronic system for BER Bit Error Rate
space applications, based on commercial components, must matchl Latency Time
the reliability requirements using system level methodologies MTTF Mean Time To Failure
[1], [2]. In the proposed architecture error-correcting codes are MTTR Mean Time To Repair
used to strengthen the commercial Dynamic Random Access Ryt) Reliability function
Memory (DRAM) chips, while the system controller is developed SER Symbol Error Rate
by applying fault tolerant design solutions. The main features of
the SSMM are the dynamic reconfiguration capability, and the
high performances which can be gracefully reduced in case of I. INTRODUCTION
permanent faults, maintaining part of the system functionality. . L

This paper shows the system design methodology, the architec- HE DESIG_N of electronic systems for space appllcatlons_
ture, and the simulation results of the SSMM. The properties of the must consider several problems related to the harsh envi-
building blocks are described in detail both in their functionality ronment in which they operate. In fact, in the space environ-

and fault tolerant capabilities. A detailed analysis of the system ment the electronic components are stressed by a large number
reliability and data integrity is reported. The graceful degrada- of physical phenomena, like mechanical stresses, ionizing radi-

tion capability of our system allows different levels of acceptable fi d critical th | diti Tof th i
performances, in terms of active 1/O link Interfaces and storage ations and critical thermal conditions. 10 face these Specific ap-

capability. The results also show that the overall reliability of the ~plication constraints, the typical approach has been the develop-
SSMM is almost the same using different RS coding schemes, al-ment of space qualified electronic devices based on special and
lowing a dynamic reconfiguration of the coding to reduce the la- expensive technology processes. The use of such components
tency (shorter codewords), or to improve the data integrity (longer a5 some important drawbacks such as the high cost and
cpdewords). T_he use of a scr_ubblng technique can be useful if ath | f ilabl dtothe C ial Off
high SEU rate is expected, or if the data must be stored for a long € lowperiormance available compared o the omerCIa
period in the SSMM. The Shelf (COTS) components [3]. Therefore, the design of an
The reported simulations show the behavior of the SSMM in electronic system for space applications using commercial com-
presence of permanent and transient faults. In fact, we show that ponents must fulfill the reliability requirements following suit-
the SCU is able to recover from transient faults. On the other hand, able system level methodologies. A typical application, where

using a spare microcontroller also hard faults can be tolerated. The thi hi loited. is the desi f b
distributed file system confines the unrecoverable fault effects only IS approach IS exploited, 1S the design of space-borne mass

in a single I/O Interface. In this way, the SSMM maintains its capa- Mmemories. In fact, the rapid growth in capacity of semiconductor
bility to store and read data. The proposed system allows obtaining memory devices permits the development of solid-state mass

SSMM characterized by high reliability and high speed due the in-  memories, which are competitive with respect to tape recorders
trinsic parallelism of the switching matrix. due to higher reliability, comparable density and better perfor-
Index Terms—Codes, memory architecture, redundancy, self mances. Solid-state mass memories have no moving parts and
checking, solid state mass memory, SSMM. their operational flexibility has made them suitable for many
applications. Moreover, the requirements of low latency time,
high throughput, and storage capabilities, cannot be satisfied by

ACRONYMS! . ! ‘
_ _ space qualified components and the choice of COTS is manda-
EDAC  Error Detection And Correction tory. The SSMM presented in this paper is based on COTS com-
IMAM  Independent Memory Array Module ponents. In the proposed architecture a number of SpaceWire
MCM Multi Chip Module data links [4] access the memory banks through a cross-point
switch matrix [5]. This solution is convenient with respect to a
Manuscript received January 1, 2002; revised March 1, 2003. bus based architecture in terms of bandwidth, latency and recon-
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P. Ma?nubcu |s;wth Sonsomo U/|ISS€ (e-mail: panfilo@ing.univag.it). tolerance and the memory usage, we implemented a distributed
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g ) file system on the SSMM. Most of the functions performed by

IThe singular and plural of an acronym are always spelled the same. the file system are hardware based and handled locally on each
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B . B : DATA TO AND FROM
memory module. This paper is organized as follows: Sectiongeygors AN% APPAR(I-)\TUSES

illustrates the used design methodology. Section IIl describ
in details the SSMM architecture, while reliability evaluatior | |
and the results of system simulation are given, respectively,

Section IV and Section V.
REMOTE BUS
SSMM TERMINAL MONITOR
[I. DESIGNMETHODOLOGY OFFAULT TOLERANT SYSTEMS
F Y F s b

This section describes the design methodology followed f MIL 1553 BUS
the implementation of the fault-tolerant SSMM. We focus o™ >
attention on the typical fault set defined for the space enviro 4 4 !

menti.e the Single Event Upset (SEU) faults, caused by ior
izing particles, and stuck-at faults, related to the Total lonizir | . CONTROLLER
Dose (TID) [6], [7]. The design of fault tolerant systems can b

made in different ways, depending on the number of constraints
which the implementation must fulfill. The design is basicallfig. 1. External SSMM connections.
composed of two main tasks which must be interdependent:

» matching of the specs in terms of performance and fungf unrecoverable faults. In fact, increasing the granularity of
tionality, and fault detection, only a few logic resources or functional blocks
+ application of the suitable design strategies for obtainirgan be put off-line.
the requested reliability.

The fault tolerance design methodologies applied, when COTS Ill. ARCHITECTUREDESCRIPTION
are used, are basically two: fault maskiegg., Triple Modular In this section, a detailed description of the SSMM archi-

Redundancy (TMR) [8] or, wher! the applicatior_1 needs 10y oy re is presented. This architecture has been designed fol-
hardware ovgrhead, fault detection and.d_ynam|c syst_em rg\iving the approach described in Section 1. At the top level,
covery techniques. The latter method satisfies the requirem8nt ssvM can be viewed as a black box connected to dif-
of.erl]Iower hardware redu;\dgncy %nd Iowerz powr;ar Cﬁnsgmptq rent satellite apparatuses (Fig. 1). A number of bi-directional
wit re'spect' to TMR.tec hique, but, on the other hand, neegg,| jinks are used for high-speed data exchange. For these
reconfiguration algorithms (software redundancy) and, whena, < the Spacewire (IEEE 1355 DS-DE) protocol [11] has been
fault occurs, implies an out-of-order time interval related to tr&osen In fact, Spacewire is planned to become a European

Mean Time _to Repair_ (MTTR). Moreover, the use of dyr)amigpace Agency (ESA) standard for on-board data-handling in the
reconfiguration algorithms allows a graceful degradation fear future and is expected to be widely used in future Euro-
the system. In fact, after the detection of an unrecovera

Ean missions [4], [12]. Each Spacewire link carries informa-

fault, the system can be modified to keep it working, EVeibn (data or commands) at about 100 Mbit/sec over distances

if its performance or functionalities are generally reducegf up to 10m. Moreover, the SSMM is connected with a MIL
This methodology can be easily applied for the realization 3‘553 bus, which is widely used in satellite platforms due to its

SSMM for space a.pplications, where the constraints on po sical redundancy (dual twisted pair bus structure) [13]. Two
and weight are quite relevant and the system can tolerate in units compose the SSMM architecture (Fig. 2):

presence of an out-of-order time when time-critical opera- . .
tions are not performed. A hierarchical fault tolerant design 1) The Memory Kernel Unit (MKU) manages the bi-direc-

o . ' . tional data flow between users, & memory chips.
methodology has been used achieving dynamic reconfiguration . !
and graceful degradation of the system. In fact, at each IeveIZ) The System Control Unit (SCU) manages the memory

of the hierarchy, a module controller can be instantiated toTher?esolljjirr(;edsr’eallig%iﬁ[()\g? t?wsessygtl\im ;%i:ﬁ?gggg;ﬁ?gbth
check the local functionality. The module controllers must he d Y y

designed by using high reliability techniques, avoiding sing meDants ?f arZhlttje((::tural ;gdur?znmezs:é by mttr.odutcr:ng
points of failure because the reliability of the whole syste rror Detection And Correction Codes ( ), granting the

could be compromised in case of faults. The implementation "fllta |'r:1_teg:;|ty]; h unit indicated th . bunit
subsystems with adequate levels of reliability can be made onn.( ig. 3), for each unit are indicated the composing subunits
d in the bottom row, the adopted fault tolerant technique.

reprogrammable devices, like Field Programmable Gate Arr39 . . )
(FPGA) or System on Chip (SoC), which allow flexible recon- In the following pages each block of the architecture will be

figuration methodologies [9], [10]. Moreover, reprogrammablgescnbed'
devices allow the fast prototyping of the system reducing tlxa
nonrecurrent costs with respect to an ASIC implementation:.
System decomposition into self-checking functional blocks As shown in Fig. 2 the Memory Kernel Unit is composed of
allows a fine-grained fault localization and isolation witfour functional modules:

system level procedures. This fine-grained fault localization 1) Independent Memory Array Modules (IMAM) (see
allows us to reduce the MTTR in case of recoverable faults,  Section IlI-A-1),

and to improve the graceful degradation of the system in case2) Routing Module (see Section IlI-A-Il),

Memory Kernel Unit: General Description
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Fig. 2. SSMM architecture.
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Fig. 3. Fault tolerance techniques.

3) /O Link Interfaces (see Section IlI-A-111), and system in case of faults are handled by exploiting the HW/SW

4) 1/0 Memory Interfaces (see Section llI-A-1V). interaction between these interfaces and the SCU. Once a

The memory kernel unit under the SCU control provides atonnection between two interfaces is established, the data
the resources for the implementation of a file system on tflew control is achieved through full handshake. The Routing
set of SDRAM modules. The I/O Interfaces are divided intModule is the central switch which interconnects the users (/0
two groups: I/O Link Interfaces and 1/O Memory Interfaced.ink Interface) with the memory modules. All I/O Link Inter-
The 1/0 Memory Interfaces handle the IMAM file systemface and Memory Interface modules are connected to the SCU
allowing basic operations like file read/write, delete, formahrough a message bus (MsgBus) which allows communication
etc. The I/O Link Interfaces are the front end of the systeraf either the detection of a fault, or the necessary messages
providing a bi-directional transport of data and messages. Tioeoperate the packet routing control (Fig. 2). Each module
packet routing control and the dynamic reconfiguration of tHeas been developed using different fault tolerant methodolo-
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Fig. 4. Memory array architecture.

gies, depending on the final reliability requirements and trege able to implement either a Reed Solomon (RS) code with a
functionalities performed. These choices will be described maximum codeword length of 144 symbolsqi@les* 4 row x
Sections IlI-A-1-1V together with a detailed description of thed8 column= 144 SDRAM packages) or a code with a minimum
modules. codeword length of 18 symbols. The data word length depends
1) Independent Memory Array Module (IMAM)he design on the reliability and data integrity constraints. The IMAM is
of the memory array with COTS RAM chips (DRAM) requiresable to support either variable dataword and/or codeword length.
an accurate characterization of the used components in the Bne RS encoder is based on the work presented in [17]. The en-
vironment in which they will operate. The effects of ionizingcoder architecture is shown in Fig. 5 where the number of the
radiations on DRAM memory chips can be widely found in litregisters used depends on the code length.
erature [3], [15], [16]. As we will show in Section IV, the appli- The decoder block is realized by a four stage pipeline as
cation of error correcting codes strengthen the IMAM both ishown in Fig. 6.

terms of reliability and data integrity. The most important codec features are
Each IMAM module is composed of « the small area occupancy due to the methodology pro-
» a Dynamic Random Access Memory (SDRAM) bank posed in [18] and “time-sharing” techniques that have
(composed of several COTS chips or MCMs), been successfully applied to finite response filter appli-
 a Control circuitry that interfaces the memory bank to the  cations [19],
other components of the IMAM module, and « the optimization of the decode latency as illustrated in
» a Reed-Solomon (RS) coder-decoder which adds redun- [20], and
dancy to the data stored into the SDRAM. * a low cost reconfiguration: the codec can be reconfig-
The IMAM architecture is shown in Fig. 4. ured as RSn, k) with n, k& = (18,16) (36,32) (72,64)

The SDRAM packages are arranged on 4 rows per board side (144 128).
and each row is composed of 18 packages. Each package infFhe ratiok /=, for all the used codes, is 0.89 i.e., the check
plements an 8 bit symbol. Using both the sides of the board, Wgte overhead is constant with respect to the selected code.
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Fig. 5. Encoder architecture (conventional).
voo error. Therefore we need to reconfigure the memory module
with a new RS code. For example a RS (144 128) code is able
to correct the 8 erased symbols and is also able to correct upon
SINDROME 4 random symbol errors. Otherwise, if a fixed RS code is used,
COMPUTATION the module memory shall be in permanent fault and the only
possible strategy is its substitution with a spare module. Per-
; manent package failures can be easily detected by applying a
z-o reading and decoding procedure. The decoded (and corrected)

data will be coded again with a RS code with higher correction
capabilities. To perform this operation, a suitable buffer tem-

BERLEKAMP porarily stores the codewords that will be grouped to form the
MASSEY . . .
ALGORITHM larger one. Obviously, the use of a higher RS code involves the

use of a higher number of symbols. On the other hand, the fixed
ratiok /n allows the use of higher RS code without adding sym-
bols overhead.

As an example we show the reconfiguration from the RS
(36,32) to the RS (144 128). Starting from a RS (36,32) coding
scheme, after a certain period of time, the check procedure de-
tects three permanent package failures (three erasures).

All the data stored in the memory module are converted from
RS (36,32) to RS (144 128): for example, four 36 byte code-
words are read & decoded and the 128 data bytes are coded into
a codeword of 144 bytes.

This procedure allows preserving the data stored in the

K

[=-e][ > ][=o°]

:

CHIEN SEARCH

ERROR VALUE memory. However, if the number of erasures is greater than
GENin*lgT'ON the error correction capability of the active code, (for example,
CODEWORD 5 erasures for the RS (36,32) code), the data stored in the
CORRECTION codeword are unrecoverable; but the functionality of the
memory element can be restored using a code with greater error
| 500 om-HomBBOO | correction capability.
The use of longer codewords improves the integrity of the
Fig. 6. Decoder block diagram (4-stages pipeline). stored data degrading the performance of the IMAM in terms

of latency. In fact, the decode latency depends on the codeword
Suppose we have: random errors and that erasures occur. length.
The following equation indicated by maximum correction capa- 2) Routing Module: The routing system connects the I/O
bility should be satisfied itin, k) RS codes [20]: Memory Interfaces with the 1/O Link Interfaces through a
crossbar switch matrix. The interconnection is performed
in nonblocking mode. An arbiter provides the acknowledge

RS code reconfiguration is used when a permanent failure &ignals to the I/O interfaces that send data through the crossbar.

curs in amemory package. For example, if the SSMM is initially € Mmain blocks composing the routing module are:

configured with an RS (18,16) code and a permanent failure oc- « a crossbar switching matrix, and
curs in a memory package, the code can't correct any randome an access arbiter.

er+2-re<n-—k.
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switch matrix
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Link Interface m .o

v v

Memory Interface 1 s Memory Interface n

Fig. 7. Distributed arbiter.

With this interconnection method multiple parallel conef 3) reduces the area overhead of the matrix but implies that,
nections between users and resources can be establisHedconnection fails, the bi-directional communication between
increasing the overall throughput. Latencies can be redudea interfaces is no longer possible. Therefore, because the
choosing appropriate arbitrating policies. Moreover, the immplementation of the general-purpose switch connection 1)
trinsic redundancy of such architecture increases the reliabildtgesn’t introduce high overhead with respect to the topology of
of the system. The failure of a connection, due to a fault in &), while granting more flexibility in the connections available,
I/0O interface or in a switch, implies only a partial loss of théhe switching matrix is implemented with this topology. More-

system functionality. over, the loopback connections can be exploited to evaluate the
a) Crossbar Switch Matrix:This component allows the correct operations of the single interfaces in test mode.
physical interconnection among I/O Link Interfaces and3 b) Arbiter: The arbiters handle the interconnections be-

I/O Memory Interfaces (see Fig. 2 ). The number of the poswveen I/O interfaces. The use of a single arbiter to manage all the
sible connections, and thus the number of switches and wiiaterconnections represents a single point of failure. Therefore
necessary in a crossbar switch matrix can be defined by intwe implemented an arbiter for each shared output. This method
ducing a(n x n) interconnection matrix where = « + 3. In  implies another advantage respect to a centralized arbiter; in fact
this matrix the(z, j) elementis equal to 1 if there is a connectioiit is easier to set different arbitrating policies for each output. In
between the input and the outpuj, and O if the connection is Fig. 7 we show the scheme of the switch matrix with the em-
not present. In particular, for this matrix we can distinguish thrémdded arbiters for each output. The figure represents only the
typical cases and evaluate the number of switches and wiregofhnections from I/O Link Interfaces to I/O Memory modules

crossbar matrix implementing the connection. for sake of simplicity
1) Complete connection: every input is connected with every Each I/0 interface handshakes the request of an output with
output: the arbiter. The signals involved are a request (REQ) emitted
by the interface and an acknowledge (ACK) generated by the
Vi jli€(1...n),j € (1...n) mat(i,j) =1 arbiter. The possible arbitrating policies are priority-based or

time-sharing. In the first case, only some /O Interfaces have
more bandwidth available(g.,During the window of visibility
of a Low Earth Orbit (LEO) satellite the I/O Memory Interfaces
Vijlie(1...n), je(l...n), i#jmat(i,j)=1 that are downloading the data to the earth station must have more
bandwidth assigned). In the other case the bandwidth is almost
requiresn - (n — 1) switches an@n wires. equally shared between the interfaces.
3) With I/O subsets: In this case we consider two subsets of3) /0O Link Interfaces: As stated above, the I/O Link In-
the setV of I/0 interfaces:A and B of « and( elements terfaces provide the transport of data and messages between
respectively, beingr + 3 = n AUDB = N andA N users (i.e., the data collecting instruments, the remote control
B = (). Connections are only present between elemergicuitry) and the memory modules. The structure of the packets
belonging to different subsets. This case requi@s 3 exchanged with the spacewire interface is composed of three
switches an@®n wires. parts: header, payload, End Of Packet (EOP). The header is one
The Solid State Mass Memory routing system doesn't neégite long, and indicates the ID of the packet while the payload is
a full connection between all users, thus a connection of typemposed of a variable number of bytes terminated by the End
3) could been used. However, the choice of the switchir@f Packet (EOP) marker. We assume that header values in the
matrix can be seen like a trade-off between area overhead aange of 1 to 255 indicate that the packet is part of a file whose
performance/reliability. In fact, the use of a topology like thaD number is the header value. The header value 0 indicates a

requiresn? switches an®n wires.
2) Without loopback: no connection betweeamdyj if ¢ = j
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I/O LINK INTERFACE ARBITER ARBITER I/0 MEMORY INTERFACE
. DATA ROUTING BLOCK o
DATA IN ;
SWITCH
MATRIX SWITCH | G—
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MSG BUS MSG BUS
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Fig. 8. 1/0O link interface.
Fig. 9. 1/O memory interface.

special packet containing commands or diagnostic communica-

tions sent or received from the memory. Thus the file system can  block manages a local table of 255 elements containing the

handle 255 files and the memory can be controlled and moni-  dynamically reconfigurable output association for each

tored using the same links carrying the data. file. The entries of the table are written by the SCU through
Most of the I/O Link Interfaces are unidirectional. These in-  the “Message Handler” block. Once the output association

terfaces correspond to the links carrying the measurement in- IS Set the master negotiates the output connection with the

formation. A small number of interfaces requires reading and ~ arbiter.

writing of the memories. One of the most important interfaces 4) 1/0 Memory Interfaces:These interfaces handle the file

connects the memories to the telemetry circuitry. This circusystem. Each I/O Memory Interface has a local File Allocation

transmits collected information from the satellite to the eartfable (FAT) stored in the controlled memory module. The par-

station. tition of the file system in every module reduces the amount of
All the interfaces access the switch matrix in full-duplexiata which can be lost in case of an unrecoverable failure in the

mode, and request arbitration through dedicated links. AAT. In fact, in case of failure we will only lose locally stored

internal shared bus interconnects all the 1/0 interfaces and théormation.

microcontroller to provide file system management and error This macro-block is composed of a number of components as

detection. A generic I/O link interface is composed of twshown in Fig. 9. To handle the file system the memory interface

main functional blocks (Fig. 8): the “Data Routing Block”, thaimplements the following functions:

handles the data flow, and the “Interface Controller” b_Iock, « Delete functionused to delete a file from the FAT

that connects the interface with the System Control Unit and , Fragment functionused to add to the FAT the occurrence

provides also local error handling with the “Error Handler” of more fragments of the same file
function. _ _ » Read functionused to read a file from the memory

The main functions of the “Data Routing Block” are the , \write function:used to write a file to the memory
following: « Format function:used to set-up the FAT in the initializa-

« LVDS I/F. This block implements the electric interfacing ~ tion phase
between the differential signals LVDS (Low Voltage Each function is implemented with a separate block and the
Differential Signaling) and Data and Strobe single endé@peration Handler” inside the Interface Controller performs
signals. the activation of each function. Moreover, each functional block

« SpaceWire (1355 DS-DE) I/F. This interface interprets the self-checking and a spare block is used to obtain fault toler-
serial signal, implements the flow and the parity contragince. In fact, because the occurrence of a failure on a single
following the procedures of the SpaceWire protocol, eslock can be detected, the “Error Handler” inside the Inter-
tracts the clock signal and pushes the extracted data ifiaee Controller can activate the spare module with a low time
the FIFO in parallel mode. The parallelism of the data igverhead.
8 bit + 1 flag bit to separate a data/header token from anBoth the “Operation Handler” and the “Error Handler” com-
EOP marker. municate with the rest of the SSMM through the message han-

« FIFO. The FIFO depth must be chosen to avoid data lodker that is the third block composing the Interface Controller.
due to the latency of the successive subsystems. Becallkerefore, through the message bus, the SCU can control the
serial link can reach 100 Mbps, the FIFO speed is up status of each I/O Memory Interface both in the case of normal
10 Mtps (Mega tokens per second, with 10 bits per tokerfunction and in the case of fault occurrence.

» LINK I/F. This block represents the core of /O Link in- To obtain single point of failure avoidance, the Interface con-
terfaces. It is composed of master and slave. The masteller has been implemented with TMR technique.
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Fig. 10. System control unit.
B. System Control Unit The “Operations handler” block manages the phases of the

elaboration of a message. If some phases are not executed cor-
The System Control Unit (Fig. 10), manages the access of tietly, this system supplies the relative error signaling.
users and the resources of memory. This module is connectedhe “Error handler” block receives error signals from all the
with the rest of the SSMM system through the internal conbiocks of the system and handles the error exceptions. It oper-
munication Bus MsgBus, used for the communications servieges in a transparent way, and assumes the control of the system
and through the selection signal Sel that regulates the modatiply if an error is found. The error management is aimed to mask
of access to the MsgBus. the system faults. If the error persists, the manager can substi-
The Bus_IF interface handles the exchange of messagesthie the active microcontroller with the spare one.
tween the controller and the rest of the SSMM system through
the MsgBus. The system uses two Intel 8051 microcontrollers V. RELIABILITY AND DATA INTEGRITY EVALUATIONS
which can be connected or isolated from the system through thq

block Bvpass. Normally onlv a single processor is active and " this section some evaluations of reliability and data in-
ypass. y ony gep o tegrity of the SSMM are shown. The IMAM dominates the com-
connected to the system, while the other one is in stand-by

electrically isolated a&exiw of the system. In fact, to obtain a storage capacity of
. o several Gigabytes, a high number of SDRAM chips must be
The active microcontroller accesses a 2k ROM memonyseq Therefore, the reliability of this subsystem must be ac-
which contains the executable program, and t0 a 1K RANrately studied. Moreover, the use of RS codes to grant a high
memory that is used for the data storage and management. o e| of data integrity allows an increase in the reliability of the
The Mem_IF block supplies the coding of the data the micrgyam. In fact, the erroneous data of a failed SDRAM chip can
controller writes in the RAM. The data read from the memory ige viewed as particular data errors, called erasure, and corrected
decoded from the same block. The operation performed by thethe RS codec. This improvement of the reliability depends on
Mem_IF is transparent to the microcontroller. the codeword length and on the memory scrubbing frequency.
The “Address handler” block handles the connection be-
tween the microcontroller and the Mem_IF and Bus_IF creati®g Solid State Mass Memory Reliability Evaluation
the .sunable swﬂghes, transp'arently to the microcontroller, t0The allocation of reliability to a system involves solving the
achieve the required connections. basic inequality:
The “Signature calculation” block controls the correctness
of the operations performed by the microcontroller. This block f(Ry,Ry,...,R,) > R*
reads the sequence of the addresses output by the microcon-
troller and verifies they are following a correct sequence. ThehereR; is the allocation reliability parameter for thi¢h sub-
evaluation of the correct execution is performed with a specifaystem,R* is the system reliability requirement parameter and
application of a well-know fault detection technique called sigf() is the functional relationship between subsystem and system
nature analysis [21], [22]. reliability.
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Fig. 11. Reliability model of the solid state mass memory.
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Fig. 12. Reliability model of the IMAM configured with RS (36,32).

For a simple series of systems, in which fR's representthe  To evaluate the reliability of the IMAMR /5,) we must de-

probability of survival at End Of Life (EOL), we get compose the subsystem depending from the choice of the used
RS code.
RiRs...R, > R* Figs. 12 and 13 describe the reliability model for the con-

figurations RS (36,32) and RS (72,64), showing the series and
The above equation has an infinite number of solutions apdrallel connections needed to provide the reliability expression
a procedure that yields a unique or limited number of solutioffier the IMAM.
must be used. For this purpose we use a proprietary optimizatiorEach block represents a subsystem where the numeration cor-
tool [23] based on the minimization of an Effort Function, asesponds to:
described in [24]. For the reliability evaluation of the SSMM  3__partition driver.

the reliability model shown in Fig. 11 is used. 4—Mem. Module Front End Electrics:
Each block represents a subsystem where the numeration cor- 5__pmem. package hardware (Buffer, LCL,...);
responds to: 6—SDRAM stack;
« 1—SCU; 7—EDAC;
* 2—Routing Module; 8—Memory module controller;
* MM j — j-th IMAM; Now we can define the component reliability function as:
* MMS j — j-th Spare IMAM,;
The Error handler and the bypass blocks of the SCU allow R(t) = e 1)

switching to the cold spare microcontroller when a perman
fault is detected. Thus, the SCU subsystem can be seen,
coarse estimation, as the parallel of two blocks, if we assu
the switch and the checker as ideal. Jnodels reported in Table I.

An estimation of the reliability of the routing module shoul The factors present in the models are the stress parameters

consider the graceful degradation capablh_ty of th_e module. d base part failure rate values. The factors for failure rate cal-
example of such approach can be found in the literature [2 lation are reported in Table Il

[30). na _
In this section, we evaluate the lower bound of the routir" vl}%gaelgzzirrge reliability of the IMAM we apply the fol

module reliability approaching it in the same way of the SC NP

module. This approach means that the reliability evaluation Hot redundancyn(m out-of-n structure)

of the SSMM s referred to the system without performance R(t) = Z <n> e~ Akt(] _ =Mty (n—h), )

degradation. k

e_\%eret is the mission time and is the component failure rate
r'gnafailureflo9 hour.
®rhe Component failure rate can be estimated using the

k=m
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Fig. 13. Reliability model of the IMAM configured with RS (72,64).
TABLE | TABLE 1l
FORMULAS FORMICROCIRCUIT RELIABILITY SUBSYSTEMSFAILURE RATES
Technique Microcircuit Model Subsystem Failure rate
MIL-HDBK-217 X =moCimrry+Camg)mL 1-SCU \o — 1277 FIT
BELLCORE A= AgmQmsTT 2 — Routing module X3 — 20 FIT
British HRD-4 A= NTTTQTE 3 — Partition driver Xo — 11 FIT
NTT Procedure A= Xpmg (Tg + mr7y) 4 — Module Front End Electric | A estimated with [28]
CNET Procedure A =mCinrminy+CanmpMoTE)TLTQ 5 — Memory package hardware | A\p;opr—y = 92 FIT
Siemens Procedure | A\ = \pywy (Buffer, LCL, ...)
6 — SDRAM stack Avom—v = 92 FIT
7 — EDAC A estimated with [28]
TABLE I 8 — Memory module controller | A estimated with [28]
FACTORS FORFAILURE RATE CALCULATION
TQ quality factor based on test and inspection TABLE IV
G, G complexity and technology factors RELIABILITY EVALUATION OF THE SSMM
Tr temperature acceleration factor
Ty ,ms, Ty | voltage acceleration factors [ RS(G6,32) | RS(72,64)
TE environment that the part is expected to operate Router + SCU Reliability 0.9996 0.9996
L part manufacturing or process learning factor @ 2 years (Cold redundancy 1 out2) | 23 FIT@2y) | (23 FIT @2 y)
A generic or average failure rate TMAM Reliability 0.9984 0.9984
assuming average operaFmg conditions @ 2 years (Razar) O FIT@2y) | (91 FIT @2 y)
Ab base failure rate depending on —Memory CNTRL/EDAC/INTERE, 0.99845 0.9986
part complexity and technology @ 2 years (89 FIT @2 y) | (80 FIT @2 y)
Tt technology function factor “Memory Array Reliability 0.99995 0.9998
5 packaging factor @ 2 years GFIT @2y) | (12FIT @2 y)
Memory Stack Reliability 0.99997 0.99997
i i i i @ 2 years (Cold redundancy 5 out 6) | (1.7 FIT @2 y) | (1.7 FIT @2 y)
wheren is the number of units angh is the number of units "SSMM Memory Reliability 0.9996 0.9996
needed for the correct functionality. @ 2 years (23 FIT @2y) | 23 FIT @2y)

Cold redundancy (ideal switching module):

R(t)=e '+ Z
one;

where\ is the fallure rate of the active componentg,= /10 « MCM-V memory packages with two layers;
is the failure rate of the components in standby (by assumption), « 144 MCM-V on every PCB; and
n is number of unitsyn is the number of units needed for the « EDAC with the code RS (36,32) and RS (72,64).
correct functionality and; = mA + (n —m — i)Aq. We want to obtain the reliability after 2 years for two different
Cold redundancy m out of n nonideal switching module  configurations of the RS codec i.e., RS (72,64) and RS (36,32).
A We use the subsystems’ failure rates reported in Table Ill, where
X2 — (A1 + M5+ As) for the components 1 and 2 we apply the formulas given in
_[67()\1+)\;+)\5)t _ (4) Talble l. ) -
n Table IV, we report the results of the reliability after 2 years
where);, A, are the failure rates of the active components amabtained for the two code configurations applying the above
% is the failure rate of the components in standby. formulas.

Notice that, in the reliability estimation, we include the The above results show that the architecture has a reliability
failure rate of the components in standby. This approach gidesel matching the requirements of a two-year long satellite mis-
a more realistic system modeling, because the various pagiten. Notice that the overall results are related to the hypothesis
of the system are active only for a fraction of the system lifef full functionality of the SSMM after 2 years. However, the
As an example, we consider the following configuration of thgraceful degradation capability of our system allows different
SSMM: levels of acceptable performance; for example, the SSMM can

e Five active memory modules, each module having
576 MBytes including the code symbols, and a cold spare

oy ... A1

k'/\k efAdt)kefakt (3)

(1-

R(t) =

e*)\zt] + e*)\lt
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TABLE V proximation derived in [25] to calculate the BER after the cor-
NOTATION rection operations:
A Upset bit rate n—t—1 r
— - 1+t [n
Nerror Number o{ LgrrUPted bits BER, ( LT) o~ Z . .
m Number of bits per symbol ) n A
Niotal,w | Memory size in number of bits and in number of words i=t+l )
k Number of symbol per data word -(BERy)' - (1 - BERo)n_l
MTTDL | Mean Time To Data Loss nl
MTTF Mean Time To Failure n
c Number of check symbols in a codeword + Z q
r(T) Probability @ time 7 of codeword error free i=n—t
n Number of symbol per code word . (BERO)i . (1 _ BERO)n—q', (6)
R(T) Probability @ time 7 of memory system error free
t Correctable random error | For messages with: bit symbols and for perfect error cor-
El Inerval of scrubbing with deterministic mechanism rection codes we can extend the approximation derived in [25]
LT Latency Time of stored data .
= — e to calculate the Symbol Error Rate (SER) after the correction
J Number of intervals of deterministic scrubbing

operations:

n

n—t—1 .
y t .
be reconfigured to work also with less 1/O link Interfaces and/orS E R, (LT) = Z daaly ( . > (SERy)"

n (3

memory modules. Therefore the above evaluations can be con- i=t+1

sidered as a worst case analysis of the system, while the proba- (1= SERy)"!

bility that the SSMM keeps working at the end of mission with nl

reduced performance is quite higher as explained in [32]. Ana- + Z <n> -(SERy)" - (1 — SERy)"™"
lyzing the results in detail, we can notice that the reliability of immet N

the memory control for the RS (36,32) configuration is better (7
than RS (72,64); however the latter can tolerate a larger numWr{ereSERy ~m.BERy if BERx < 1

of memory package failures. Therefore, the overall reliability fn-SER : .
i o . < 1 the BER after a single memory correction
of the RS (72,64) configuration is almost the same as the ot " o g y

data integrity as we will show in Section VI-B.

B. Data Integrity Evaluation

FE. bbing) is given b
case. The modification of the RS coding scheme improves 31e » memory scrubbing) is given by

BER,(LT) = n—k+1, ( "

t+1
Derivation of BER approximation for memory subsystem
with scrubbing:

>(m~BER@”1(&

m-n

To evaluate the data integrity of the system we use the nota-This memory subsystem uses(@, k, m) perfect code (as
tion adopted in [14], [25] and reported in Table V.

we assume the following:

1) Transient faults occur with a Poisson distribution.

2) Bit failures are statistically independent and thus linearfjetected the word is corrected and rewritten in its original lo-

uncorrelated.
3) The control, correction, and interface circuitry in th&ystem fails, if the errors accumulated in one word exceed the

memory system are fault-tolerant.

Reed Solomon code, able to corréat— k)/2 random errors)
and scrubbing procedure. Periodically the whole memory is ac-
cessed and it is checked for correctness: K ¢ errors are
cation. An uncorrectable word error occurs and memory sub-

correction capability of EDAC (i.e., & > t). If we assume that

4) There is a dominant memory bit cell failure mode. Thif€ errors are distributed randomly over the address space, the
assumption, with assumption 3, provides an upper bouRgmber of erroneous bits at j-th scrubbing is given by
on system reliability. Nerrortess(§) & Newr(j — 1)[1 — BER(T)]

A theoretical quel o_f the mass memory can be applied to + [ Niotat — Nups(G — 1)| - BER1(T))]
evaluate the data integrity. The memory is modeled as a trans-
mission channel [14], [25]. During the latency period the noise Nerrortess(0) =0 ©)
corrupts the integrity of data. If the noise is generate By where:
the BER depends on the latency ti(iel") of data and it is given « T represents the scrubbing cycle,
by (5) where is the rate of occurrence 8EUand dependson .« j represents the number of intervals of deterministic scrub-
radiation environment and device technologies [29]. bing (LT/T),

N....(j — 1) represents the corrupted bit after at start of

(j — 1)-th scrubbing, and

(5) * | Niotar — Nerr (5 — 1) | represents the number of errorless
bits after(j — 1)-th scrubbing.

The correction device performs the error correction function In (9) we included the corrupted bits flipped to correct value.
as the inverse operation of noise source. It uses the correcthoBEU causes the switching of the state of a memory cell. If a
data (output of the virtual observer) and the channel outputdell has a corrupted value then the occurrence of a SEU causes
restore data integrity. For messages with one bit symbol, atie transition to its original value. Equation (9) provides the
considering perfect error correction codes, we can use the apmber of corrupted bits after j-th scrubbing as the sum of:

BERG(LT) =\ - LT
if ALT<1.
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TABLE VI TABLE VI
BER @ SORAGE PERIOD OF48 HOURS AND T'scrusping = 1000 Sec Tserubbing@ Tstorage = 2 DAY AND BER = 10712
(2 MEM. PACKAGE FAILURE)
Reed Error BER BER
Solomon @ Min SEU Rate | @ Max SEU Rate Reed Error Tecrubbing Tocrubbing
RS(36,32) | 2re, 0 er 1.710—20 1.710-12 Solomon @ Min SEU Rate | @ Max SEU Rate
RS(72,64) | 4re, O er 2.5110~33 2.5110~ 23 RS(36,32) | lre, 2er 6 - 10%sec 6-10"tsec
(1.8h 2days) (K 2 days)
RS(72,64) | 3 re, 2 er > 2 days 8- 10%sec
TABLE VIl (~ 1.8 h < 2 days)
Tscrubbing@ Tstorage = 2 DAY AND BER = 10712
(0 MEM. PACKAGE FAILURE)
SYSTEM
Reed Error Tscr'ubbin,g Tscrubbing DESIGN «
Solomon @ Min SEU Rate | @ Max SEU Rate
RS(36,32) | 2 re, Oer > 2 days 7.67103sec l
(~ 2h) < 2 days VHDL <
RS(72,64) | 4re, 0 er > 2 days > 2 days ENfRY
» corrupted bitsN,,..(; — 1)) that are not flipped to the BE”/T%(;RAL
correct value by a SEU occurred betwegn 1-th and
j-th scrubbing, and
« corrupted bits occurred betwegn- 1-th andj-th scrub- YES @ NO
bing that are uncorrectable by EDAC.
Therefore, the obtained BER at the endjeth scrubbing is POST-
; SYNTHESIS
given by SIMULATION
o Nerr(J
total FAULT
. INJECTION
=[1—-BFERy— BER;|- BER(j — 1)+ BER; CAMPAIGN
BER(0) 20 YES NO
(10) SUCCESS

1—[1 — BERy — BER,}/

BER(]) BER(] + BER1 IMPLEMENTATION

BER;

-BER, = m Fig. 14. SSMM Design Flow.

. {1 _ e—jT-(ln[l/(l—BERo—BERl)]/T)}.

14

the codeword length and/or the scrubbing period to obtain the

(11) requested memory performances. The choice of the codeword
If (BERy — BER;) - j < 1 we can simplify the (11) length and of the scrubbing period is the result of a trade-off. In

] ) fact the use of long codewords increases the time for decoding

BER(j) =j- BER, the data-word, while the use of short scrubbing periods increases

n—k+1 ( n ) _(m - BERy)™. (12) the time in which the memory can’t be accessed by the user. Fi-
m-n \t+1 0 ' nally, we can notice that, as shown in Table VIII, with some

In interplanetary space a background rateraf- 10~ er- combinations of SEU rate package failures and coding scheme,

rors/bit/day can be assumed, which occasionally increases uff¥® Scrubbing techniques are not necessary if we suppose that
1.7-107 errors/bit/day during solar flares. The following table€ memory contents are downloaded to an earth station every
summarize the data integrity evaluation in terms of BER frof{/0 days.

the minimum SEU rate to the maximum SEU rate, even if some

1

J -

package failures occur. V. SIMULATION RESULTS
In Table VIII the equations used for the BER calculation The simulation of the system was performed to test any single
were. component composing the SSMM with suitable test benches for
* for RS (36,32)BER(Tstorage) = 604 - Tocruvy - Tstorage - determining both its performances and its fault tolerant capabil-
SEU., ities. The simulations have been performed in the design phase
« for RS (72,64)BER(Tstorage) = 6.0 - 10* - T2 ., - using VHDL language. To have a closer emulation of real phys-
Tstorage - SEUR .. ical faults, we injected faults in post-synthesis structural VHDL

The above reported results show that the SSMM s able [€6], [27]. The results obtained by behavioral and post-synthesis
tolerate a high number of permanent and transient faults awith fault injection simulations of the system gave us feedbacks
curring in the IMAM exploiting the RS coding reconfigura-in the design flow (Fig. 14).
tion. The reconfigurability of the RS code allows, given an ex- The simulation results reported here show the capability of
pected SEU rate and a BER requirement, to operate bothtbe system to have a graceful degradation of its performances
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Fig. 15. SCU without fault injection.

in case of faults. This is a further feature of the system that eduring the last step (3), the answer message is generated. The
ploits the concurrent error detection capability of the architewesite file request operation is closed when both Mop and Nop
ture to improve its performability [32], [33] for a given level ofsignals come back high. The second test operation starts when
reliability. both signals Mop and Nop become again low and is composed
In Section V-A we will show the behavior of the MKU andofthree steps like the first operation. The block allocation opera-
of the SCU units when they recover from fault occurrence. Won starts with message request reading (4); this step is identical
will compare the normal behavior and the recovered one affer both first and second test’s operations. The computing of re-

detection. ceived request continues though elaboration process (5) and ter-
minates with the emission of end signal (6). This signal is used
A. SCU Simulation to communicate to all state machine of SCU system the end of

The system control unit test has been made with a suitable fT€Ssage processing that normally doesn’t need the generation
line injection fault method based on a VHDL model of the SCLPf @n answer message. The end of test occurs when both Mop
During the normal operation of the SCU system, we injected®?d Nop signals become again high.
single error in order to simulate the random Single Event UpsetFi9- 16 shows how the SCU system handles the error re-
(SEU) due to radiation that may occur in a space environmeRgVery: As shown in the last two lines of the waveforms of
The targets of this error injection were all the internal micrd=19- 16, the injection of a SEU is performed during the third
controller special function registers and RAM locations. Thei€P Of first phase of the test. In this case, the injected fault af-
injected errors were generated with uniform distribution in bofl§Cts the Stack Pointer register of the microcontroller thus the
logical addresses and time locations into a predetermined rarfgfér is revealed by “error handler” that generates the signal ERF

The normal SCU operation is composed of two operationdgnaling that a wrong signature has been generated by the se
during the first operation, the SCU receives a write file reque§tuence of operations performed. The “error handler” starts the
in the second operation the SCU system receives a report figgoVery algorithm forcing the repetition of all the steps of the
a block of pages has been allocated. The injection of a sing@ase affected by the error. The detection forces MOP low, re-
SEU happens randomly during one of these operations. Fig.44£sting the repetition of the last operation. In fact, in Step (4)
shows the normal execution of both operations described abol# Packet is reloaded by the microcontroller; in step 5 the elab-
The signals Mop and Nop represent that a new operation m@&gtion of the request is performed again; and, finally, in step 6
be performed by the microcontroller. When both the signals b€ Phase is terminated correctly and the signals MOP and NOP
come low, the microcontroller starts a new operation. The EFg® high. The test ends correctly performing the second phase
signal represents the occurrence of a signature error, while ghat is not affected by the error injection.

3 represents the microcontroller port used to handle the inter- ) )

rupts and the control signals. finally, RAMI and Bl are signal8- MKU Simulation

used to inject errors in VHDL. The simulation can be described The validation of the Memory Kernel unit has been done sim-
as follows: first the SCU system reads the request message fnaiating the occurrence of unrecoverable failure in a memory
the MsgBus (1); second the request message is handled andbeule or in an I/O Memory Interface. In both cases the MKU

SCU stores local data in the external RAM memory (2), whilenust switch the data path from the out of order memory module
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Fig. 16. SCU fault injection test.
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Fig. 17. Fault detection and re-routing.

to another one preventing the loss of data. Due to the systemdule. We can see that, before the fault occurrence the transfer
symmetry, the same reconfiguration can be done also if a failwkthe files is carried out concurrently on separate memory mod-
occurs on an I/O Link Interface. This last feature exploits th@es while after the detection of the fault the transfer of the same
capability of the system to read the data stored in the memorféss are re-routed to a single memory module. The data flow to
from any I/O Link Interface. The steps that compose the failureodule one is multiplexed to permit the transfer of both files.
recovery routine are the following: The reconfiguration of the routing allows a graceful degrada-
1) The failure is detected by the module due to its seltion of the system in terms of throughput but keeps the basic
checking capability, functionality of the storing system. In fact, the shared transfer
2) The SCU receives the error signal, chooses another targethe files on module one is more time consuming than the
memory module for the data and Signa]s the new outpﬂjme needed for parallel transfer to different modules, but we
for the I/O Link Interfaces connected to the out of ordepbtained the result that the system can still store and read files
module. from at least one memory module. The same consideration can
3) The Routing Module switches the data path accorke done also if some link interfaces fail.
plishing the requests of the 1/O Link Interfaces.
In Fig. 17 are sh_own_ the waveforms corresponding to a data ACKNOWLEDGMENT
transfer from two link interfaces to two memory modules. In
particular, file one coming from link one is routed to module one The authors are grateful to the anonymous reviewers that
while file two, coming from link two is routed to module two. Athelped them to improve this paper with their comments and
a timet* we injected a simulated permanent fault in a memoiguggestions.
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