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Soft errors that affect flip-flops are a major issue in advanced electronic
circuits. As technology scales, multiple bit errors become more likely.
This limits the applicability of traditional protection techniques like
triplication with voting or single error correction codes that can
correct only one error. Multiple errors tend to affect adjacent bits,
and therefore it is interesting to use error correction codes that can
correct adjacent errors. The issue with these codes is that they
require a large area and delay that limits their use to protect flip-flops
in circuits. Presented are codes that can be implemented with low
area and delay and can correct multiple adjacent errors.

Introduction: Soft errors are a major issue in electronic circuits. A soft
error changes the logical value of one or more flip-flops and can be
caused for example by radiation particles. A number of techniques can
be used to mitigate the effects of soft errors [1]. Among these, trip-
lication with voting is commonly used to protect flip-flops. However,
as technology scales, soft errors that affect more than one flip-flop
become common [2]. The flip-flops affected by the errors are those
placed physically close in the circuit [3]. These multiple errors com-
promise the effectiveness of triplication as they are likely to affect two
of the replicated flip-flops. One option is to modify the placing of the
flip-flops to ensure that the three replicas of a given flip-flop are
placed physically apart. This implies modifications to the standard
circuit design flow and will increment the interconnection densities,
thus increasing the area of the circuit. Another option is to use error cor-
rection codes that can correct multiple adjacent errors. One example is
single error correction double adjacent error correction (SEC-DAEC)
codes [4]. The main issues when these codes are used to protect flip-
flops are their area and delay overheads. These overheads are due to
the encoding and decoding logic and also to the flip-flops needed to
store parity check bits. The added delay limits the use of such codes
in high-speed circuits where delay is critical.

In this Letter, low-cost single error correction multiple adjacent error
correction (SEC-MAEC) codes are presented. The proposed codes are
also evaluated and compared with triplication with voting and with exist-
ing SEC-DAEC codes [4]. The results show that the proposed codes
have lower area and delay than existing SEC-DAEC codes. The area
is similar to that of triplication with voting and the delay is larger.
However, triplication with voting cannot correct multiple adjacent
errors and therefore is not suitable when multiple bit errors are present.

Proposed codes: The codes are better explained by describing the
encoding and decoding processes. For a block of k flip-flops (di) the
code computes k parity check bits ( pi) as follows:

pi = di ⊕ dmod(i−s,k) (1)

where s is a parameter that will determine the ability of the code to
correct multiple adjacent errors. The decoding starts by computing the
syndrome:

si = pi ⊕ di ⊕ dmod(i−s,k) (2)

Then each of the data bits is decoded by computing:

d′
i = (si ^ smod(i+s,k)) ⊕ di (3)

where di is the bit stored in the flip-flop and d′
i the decoded bit.

From the above equations it can be observed that the encoding and
decoding logic is very simple. More precisely, for each data bit four
xor gates and one and gate are needed. The placement of the bits in
the block is assumed to be d0, d1, . . . , dk21, p0, p1, . . . , pk21. As an
example, the encoder, decoder and bit placement for k ¼ 8 and s ¼ 2
are illustrated in Fig. 1, while Fig. 2 shows the corresponding G and
H matrixes.

The codes can correct single errors as an error on data bit di and will
cause bits si and smod(i+s,k) to be one such that according to (3) the error
is corrected. On the other hand, an error on the parity check bits ( pi) will
affect only one syndrome bit (si) and therefore according to (3) no mis-
correction will take place.

In addition to single errors, the codes can correct bursts of b adjacent
errors where b is a function of k and s. This can be proved as follows:
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considering an error that affects bit di, the error will be corrected
unless any of the two parity bits that check that bit, pi and pmod(i+s,k)

are affected by an error. That can occur if any of those parity bits are
affected or the other bits checked by those checks are affected. In the
first case, since parity bits are at a distance of k, s or k + s, of bit di,
the worst case is s. For example, in Fig. 1, if there is an error on bit
d0, parity check p0 is at a distance k ¼ 8 and p2 is at a distance k +
s ¼ 10 of bit d0. For bit d6, parity check p6 is at a distance k ¼ 8 and
p0 is at a distance s ¼ 2 of bit d6.

d0

d1

d2

d3

d4

d5

d6

d7

p0

p1

p2

p3

p4

p5

p6

p7

p0
p1

p2
p3

p4
p5

p6
p7

s0

s1

s2

s3

s4

s5

s6

s7

d1

d2

d3

d4

d5

d6

d7

decoderencoder

d0
d’0

d’1

d’2

d’3

d’4

d’5

d’6

d’7

d1

d2

d3

d4

d5

d6

d7

d0

d1 d2 d3 d4 d5 d6 d7 p0 p1 p2 p3 p4 p5 p6 p7

bit placement

Fig. 1 Encoder and decoder for proposed code with k ¼ 8 and s ¼ 2

1000000010100000
0100000001010000
0010000000101000
0001000000010100
0000100000001010
0000010000000101
0000001010000010
0000000101000001

1000001010000000
0100000101000000
1010000000100000
0

H =G =
101000000010000

0010100000001000
0001010000000100
0000101000000010
0000010100000001

Fig. 2 Generating matrix G and parity matrix H for proposed code with k ¼
8 and s ¼ 2

To ensure that these errors do not occur for a burst of maximum size b
we need s ≥ b. In the second case, the other data bits that are checked by
pi and pmod(i+s,k) are at a distance of either s or k 2 s from bit di.
Therefore we need to ensure that k 2 s ≥ b and s ≥ b. Following the
previous example of an error on d0, the other bits checked by p0 and
p2 are d6 and d4 which are at a distance k 2 s ¼ 6 and s ¼ 2 of bit d0,
respectively. Finally, an error on bit di can occur when there are errors
in parity check bits pi and pmod(i+s,k) as therefore di is miscorrected.
That can occur when there are errors on the parity check bits themselves
(which are at a distance s) or when there are errors on the other bits
checked by pi and pmod(i+s,k). These bits are at a distance of either s or
k 2 s from the bit di but the distance may be in the same direction so
that the bits can be at a distance (k 2 s) 2 s. For example, this occurs
for bit d6 that is checked by p6 and p0. The other bits that are checked
by those parity check bits are d0 and d4 that are at a distance k 2 s ¼
6 and s ¼ 2, respectively, from bit d6. Therefore, to ensure that these
errors do not occur for a burst of maximum size b we need (k 2 s) 2

s ≥ b or k ≥ 2s + b, which is the most restrictive condition. In a prac-
tical design it is desirable to minimise the value of s to reduce the inter-
connection cost. Therefore, as s ≥ b this is achieved when s ¼ b and the
condition becomes k ≥3b. The maximum value for which this condition
is true is given by b ¼ floor(k /3).

Table 1: Maximum adjacent burst size that can be corrected

k b ¼ s

8 2

12 4

16 5

24 8

32 10
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The maximum values of b for different values of k are summarised in
Table 1. It can be observed that the values grow with the number of flip-
flops protected k.

Evaluation: To check the effectiveness of the proposed codes, they
were implemented in Matlab and tested for the values of k and s
shown in Table 1. Random adjacent errors were inserted varying the
number of errors from 1 to b. In all cases, for the values of b in
Table 1, the errors were corrected. The total number of error com-
binations tested in each case was one hundred thousand.

To evaluate the area and delay of the proposed codes, they were
implemented in HDL and synthesised for a 45nm library [5]. The
implementation comprises the flip-flops, the encoder and the decoder.
Triplication with voting and existing SEC-DAEC codes [4] were also
implemented. The area and delay results are summarised in Tables 2
and 3 in terms of mm2 and nanoseconds. In the case of SEC-DAEC
no code was proposed for k ¼ 8 and therefore results are only given
for the other values of k. It can be observed that the proposed codes
have much lower area and delay than existing SEC-DAEC codes.
When the comparison is made with triplication, the cost is only slightly
lower and the delay is significantly larger. However, since triplication
cannot correct adjacent errors, its use is limited when multiple bit
errors are present.

Table 2: Area estimates for different values of k

k Triplication with voting SEC-DAEC [4] SEC-MAEC proposed

8 bits 326.5 n.a. 315.2

16 bits 652.91 1603.1 630.4

32 bits 1305.8 3450.6 1260.8

Table 3: Delay estimates for different values of k

k Triplication with voting SEC-DAEC [4] SEC-MAEC proposed

8 bits 0.10 n.a. 0.18

16 bits 0.10 0.54 0.18

32 bits 0.10 0.64 0.18

Conclusion: In this Letter, low-cost single error correction multiple
adjacent error correction (SEC-MAEC) codes have been proposed and
evaluated. These codes are of interest when multiple soft errors affect
ELECTRONICS
a circuit causing errors in adjacent flip-flops. The results show that
when used to protect flip-flops in a circuit their area is lower than that
of existing codes and similar to triplication. The delay is also signifi-
cantly reduced and the ability to correct multiple adjacent errors is
increased compared to previous single error correction codes that can
also correct adjacent errors.
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